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In the past five years there has been a dramatic increase in work on Search Based Software Engineering
(SBSE), an approach to Software Engineering (SE) in which Search Based Optimization (SBO) algorithms
are used to address problems in SE. SBSE has been applied to problems throughout the SE life cycle, from
requirements and project planning to maintenance and reengineering. The approach is attractive because
it offers a suite of adaptive automated and semi-automated solutions in situations typified by large complex
problem spaces with multiple competing and conflicting objectives.

This paper1 provides a review and classification of literature on SBSE. The paper identifies research
trends and relationships between the techniques applied and the applications to which they have been
applied and highlights gaps in the literature and avenues for further research.
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1. INTRODUCTION
Software Engineering (SE) often considers problems that involve finding a suitable
balance between competing and potentially conflicting goals. There is often a bewil-
deringly large set of choices and finding good solutions can be hard. For instance, the
following is an illustrative list of SE questions:

(1) What is the smallest set of test cases that covers all branches in this program?
(2) What is the best way to structure the architecture of this system to enhance its

maintainability?
(3) What is the set of requirements that balances software development cost and cus-

tomer satisfaction?
(4) What is the best allocation of resources to this software development project?
(5) What is the best sequence of refactoring steps to apply to this system?

Answers to these questions might be expected from literature on testing, design, re-
quirements engineering, SE management and refactoring respectively. It might appear
that these questions, which involve different aspects of software engineering, would be
covered by different conferences and specialized journals and would have little in com-
mon. However, all of these questions are essentially optimization questions. As such,
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they are typical of the kinds of problem for which SBSE is well adapted and with
which each has been successfully formulated as a search based optimization problem.
As we shall see in this survey, SBSE has been applied to testing, design, requirements,
project management and refactoring. This survey will show that work on SBSE ap-
plied to each of these five areas addresses each of the five questions raised above. This
breadth of applicability is one of the enduring appeals of SBSE.

In SBSE, the term ‘search’ is used to refer to the metaheuristic Search Based Opti-
mization (SBO) techniques that are used. SBSE seeks to reformulate SE problems as
SBO problems (or ‘search problems’ for short). The use of the term ‘search’ should not
to be confused with ‘search’ from other contexts such as textual or hypertextual search.
Rather, for SBSE, a search problem is one in which optimal or near optimal solutions
are sought in a search space of candidate solutions, guided by a fitness function that
distinguishes between better and worse solutions.

The interest in SBO for SE has led to an increased interest in other forms of opti-
mization for SE that are not necessarily directly based on a ‘search’. In the literature
it is common to find the term ‘SBSE’ applied to any form of optimization in which the
problem domain comes from SE and the solution involves optimization according some
well-defined notion of fitness. In this paper, we therefore include classical Operations
Research (OR) techniques as well as metaheuristic ‘search based’ techniques in our
understanding of SBSE.

It has been argued that the virtual nature of software makes it well suited for SBO
[Harman 2010]. This is because fitness is computed directly in terms of the engineering
artifact, without the need for the simulation and modelling inherent in all other ap-
proaches to engineering optimization. The field of SE is also imbued with rich metrics
that can be useful initial candidates for fitness functions [Harman and Clark 2004].
This paper aims to provide a comprehensive survey of SBSE. It presents research ac-
tivity in categories drawn from the ACM subject categories within SE. For each, it lists
the papers, drawing out common themes, such as the type of search technique used,
the fitness definitions and the nature of evaluation.

A wide range of different optimization and search techniques can and have been
used. The most widely used are local search, Simulated Annealing (SA), Genetic Al-
gorithms (GAs), Genetic Programming (GP) and Hill Climbing (HC). There is also in-
creasing evidence of industrial interest in SBSE, with uptake by many software-centric
organisations including Daimler [Bühler and Wegener 2008; Harman et al. 2007; We-
gener et al. 2001; Windisch et al. 2007], Ericsson [Zhang et al. 2010], IBM [Yoo et al.
2009, 2011a], Microsoft [Lakhotia et al. 2010; Xie et al. 2008], Motorola [Baker et al.
2006], Nokia [Del Rosso 2006] and NASA [Feather et al. 2004].

As the paper reveals, 54% of the overall SBSE literature is concerned with SE appli-
cations relating to testing. There have been several important surveys in this widely
studied general area [Afzal et al. 2009; Ali et al. 2010; McMinn 2004]. For this reason,
the present survey will report overall trends in the wider SBSE literature (including
Search Based Testing), but it will defer to these other three surveys for details on the
specific sub-field of Search Based Testing. The reader is also referred to an earlier (but
considerably longer) version of this paper [Harman et al. 2009] that contains a detailed
section on testing.

There has been a considerable increase in the quantity of SBSE research over the
past few years (see Figure 1(a)). Despite the excellent work in the surveys listed above,
there remains, to date, no comprehensive survey of the whole field of study concern-
ing trends in research. It is therefore timely to review the SBSE literature, the rela-
tionships between the applications to which it has been applied, the techniques used,
trends and open problems.

The primary contributions of this survey are as follows:
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(a) Publication Numbers (b) Topic Areas

Fig. 1. The trend of publications on SBSE and Software Engineering topic area.

(1) coverage and completeness: The survey gathers publication data and trends,
covering SBSE from its early origins to a publication ‘census date’ of December
31st 2008. This census date is chosen for pragmatic reasons. As this survey reveals,
there is a notably increasing trend of publication in SBSE. The growth in activity
in this area makes a survey useful, but it also means that it may not be feasible to
conduct a detailed survey after this date.

(2) classification: The classification of SE areas allows us to identify gaps in the
literature, indicating possible areas of SE that could (but have yet to) benefit from
the application of SBSE. Similarly, the analysis of search techniques used, allows
us to identify SBO algorithms that have yet to receive significant attention. We
also apply Formal Concept Analysis (FCA) [Snelting 1998] in order to explore the
relationships between techniques and the applications to which they have been
applied.

(3) Trend analysis: The survey presents numeric data concerning trends which give
a quantitative assessment of the growth in the area and the distributions of activi-
ty among the SE domains that have received attention. We are also able to identify
recent growth areas.

2. BACKGROUND
Although interest in SBSE has witnessed a recent dramatic rise, its origins can be
traced back to early work on optimization in SE in the 1970s. The earliest currently
known attempt to apply optimization to a SE problem was reported by Miller and
Spooner [1976] in 1976 in the area of software testing. The term SBSE was first used
by Harman and Jones [2001a] in 2001. This paper acted as a ‘manifesto’ for SBSE, but
it should also be noted that much earlier, Carl Chang has also used his IEEE Software
editorial to promote the more widespread use of evolutionary computation in SE in
1994 [Chang 1994].

Figure 1(a) provides a histogram charting SBSE publication growth over time, while
Figure 1(b) shows the proportion of papers that fall into each of the different SE appli-
cation area subject categories.

Harman and Jones [Harman 2007b; Harman and Jones 2001a] identified two key
ingredients for the application of SBO to SE problems:

(1) The choice of the representation of the problem; and
(2) The definition of the fitness function.

This simplicity and ready applicability makes SBSE a very attractive option. Typi-
cally, a software engineer will have a suitable representation for their problem, because
one cannot do much engineering without a way to represent the problem in hand. Fur-
thermore, many problems in SE have a rich and varied set of software metrics associat-
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Table 1: The Classification Scheme for SBSE Literature.
Classification Criteria Values

Type of activity (ACM coding)

Network Protocols (C.2.2), Require-
ments/Specifications (D.2.1), Design Tools
and Techniques (D.2.2), Coding Tools and
Techniques (D.2.3), Software/Program Ver-
ification (D.2.4), Testing and Debugging
(D.2.5), Distribution, Maintenance and
Enhancement (D.2.7), Management (D.2.9),
Distributed Artificial Intelligence (I.2.11),
Security and Protection (K.6.5)

Objectives (or fitness) Maximum Cohesion, Minimum Coupling,
. . .

Representation method Tree, Graph, String, etc.

Search techniques Greedy Search, HC, GAs, SA, Tabu Search
(TS), Other Search Techniques

Problems used for evaluation Real World Data, Synthetic Data

ed with them that naturally form good initial candidates for fitness functions [Harman
and Clark 2004]. With these two ingredients it becomes possible to implement SBO al-
gorithms.

Naturally, there is a lot more to the application of these techniques, but these two
simple ingredients are sufficient to get started with experimentation. Poulding et al.
[Poulding et al. 2007] presented a framework for experimental investigation of the dif-
ferent algorithms. An overview of search techniques is available in other surveys [Har-
man 2007b], while a more detailed treatment of search methodologies can be found in
the book edited by Burke and Kendall [Burke and Kendall 2005].

3. CLASSIFICATION SCHEME
Our classification of SE activities is taken from the Association for Computing Machin-
ery (ACM) Computing Classification System, projected onto those SE areas to which
SBSE has been applied (see Table 1). A list of query keywords was constructed for
each of the activities and each of the search techniques (see Table 2). For example,
the search term used to locate papers on Search Based Requirements/Specifications
(D.2.1) was:

((requirements OR specifications OR next release OR release planning OR require-
ments selection OR requirements analysis OR COTS OR requirements prioritisation
OR requirements triage) AND (search based OR optimization OR multiobjective opti-
mization OR search techniques))

We used the following sources from which to search: Google Scholar, IEEE Xplore
Digital Library, ACM Digital Library, SpringerLink, ScienceDirect and Wiley Inter-
Science. We also asked the researchers in the field to check the references and notify
us of the missing references.

4. REQUIREMENTS/SPECIFICATIONS
Requirements engineering is a vital part of the SE process [Cheng and Atlee 2007], to
which SBSE has also been applied in order to optimize choices among requirements,
the prioritization of requirements and the relationships between requirements and
implementations.

Bagnall et al. [Bagnall et al. 2001] suggested the term Next Release Problem (NRP)
for requirements release planning and described various metaheuristic optimization
algorithms, including greedy algorithms, branch and bound, SA and HC. The authors
did not give any value property to each requirement. They only used an associated
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Table 2: Search Terms
Publication Classification Search Terms
Network Protocols protocol OR message exchange OR communication
Requirements/Specifications requirements OR specifications OR next release OR release

planning OR requirements selection OR requirements anal-
ysis OR COTS OR requirements prioritisation OR require-
ments triage

Design Tools and Techniques software design OR design quality OR design pattern OR
software architecture OR QoS OR component integration
OR cohesion OR coupling OR synthesis OR fault tolerance
OR OO design

Coding Tools and Techniques program slices OR grammar inference
Software/Program Verifica-
tion

model checking OR verification OR synthesis

Distribution, Maintenance
and Enhancement

maintenance OR refactoring OR modularization OR evolu-
tion OR real time OR quality prediction OR legacy systems
OR migration

Management project planning OR project management OR scheduling
OR staffing OR cost estimation OR effort estimation

Distributed Artificial Intelli-
gence

agent OR multiagent

Security and Protection security OR immune system OR AIS

AND

Search Techniques Search Terms
search based OR optimization OR multiobjective optimiza-
tion OR genetic algorithms OR GAs OR genetic program-
ming OR GP OR hill climbing OR simulated annealing OR
local search OR Integer programming OR ant colony opti-
mization OR ACO OR PSO OR EDA

cost. The task of the work was to find a subset of stakeholders whose requirements are
to be satisfied. The objective was to maximize the cumulative measure of the stake-
holder’s importance to the company under resource constraints. This single objective
formulation based NRP was the first attempt on SBSE for requirements.

Feather and Menzies [Feather and Menzies 2002] built an iterative model to seek
the near-optimal attainment of requirements. The authors proposed a Defect Detec-
tion and Prevention (DDP) process based on a real-world instance: a NASA pilot study.
The DDP combined the requirements interaction model with the summarization tool
to provide and navigate the near-optimal solutions in the risk mitigation/cost trade-off
space. The paper was one of the first to use Pareto optimality in SBSE for require-
ments. The Pareto fronts were not produced using multiobjective optimization tech-
niques (as with more recent work by Jalali et al. [2008]), but were produced using the
iterative application of a weighting based single objective formulation by applying SA.
Also, with relevance to Pareto optimal formulations, Feather et al. [Feather et al. 2006,
2004] summarized the visualization techniques used to present requirements status,
including Pareto front plotted by SA.

Ruhe et al. [Greer and Ruhe 2004; Ruhe and Greer 2003; Ruhe and Ngo-The 2004]
proposed the GA based approaches known as the EVOLVE family which aimed to max-
imize the benefits of delivering requirements in an incremental software release plan-
ning process. Their approaches balance the required and available resources; assessing
and optimizing the extent to which the ordering conflicts with stakeholder priorities.
They also took requirement changes and two types of requirements interaction rela-
tionship into account and provided candidate solutions for the next release in an iter-
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ative manner. As with previous work, the authors use a single objective formulation,
taking the resource budget as a constraint.

Moreover, Carlshamre [Carlshamre 2002] took requirements interdependencies into
consideration by using Linear Programming (LP) techniques. Ruhe and Saliu [Ruhe
and Saliu 2005] also presented an Integer Linear Programming (ILP) based method
which combined computational intelligence and human negotiation to resolve their
conflicting objectives. Van den Akker et al. [Li et al. 2007; van den Akker et al. 2005]
further extended the technique and developed an optimization tool based on ILP, in-
tegrating the requirements selection and scheduling for the release planning to find
the optimal set of requirements with the maximum revenue to cater for budgetary
constraints.

Using search based techniques to choose components to include in different releases
of a system was studied by Harman et al. [Baker et al. 2006; Harman et al. 2006].
Baker et al. [2006] addressed the problem of determining the next set of releases of a
software via ranking and selection of candidate software components. They use greedy
and SA algorithms. Harman et al. [2006] also considered requirements problems as a
feature subset selection problems, presenting results on a single objective formulation
for a real world data set from Motorola.

The work of AlBourae et al. [AlBourae et al. 2006] was focused more on the re-
quirements change handling. That is, re-planning of the product release. A greedy re-
plan algorithm was adopted to reduce risks and increase the number of requirements
achieved in the search space under change.

In addition, Cortellessa et al. [Cortellessa et al. 2006, 2008] described an optimiza-
tion framework to provide decision support for Code Off The Shelf (COTS) and in-house
components selection. The ILP LINGO model solver optimization models (CODER,
DEER) were proposed to automatically satisfy the requirements while minimizing the
cost.

Like many problems in SE, such as project planning, NRP and regression testing,
there is a relationship between feature subset selection problems and feature ordering
(prioritization) problems. A comparison of approaches (both analytical and evolution-
ary) for prioritizing software requirements was proposed by Karlsson et al. [Karlsson
et al. 1998]. Greer [Greer and Ruhe 2004] also provided a method for optimally allo-
cating requirements to increments, based on:

(1) A means of assessing and optimizing the degree to which the ordering conflicts
with stakeholder priorities within technical precedence constraints.

(2) A means of balancing required and available resources for all increments.
(3) An overall method for continuous planning of incremental software development

based on a GA.

The aforementioned work on this problem has tended to treat the requirements se-
lection and optimization as a single objective problem formulation, in which the vari-
ous constraints and objectives that characterize the requirements analysis problem are
combined into a single objective fitness function. Single objective formulations have the
drawback that the maximization of one concern may be achieved at the expense of the
potential maximization of another, resulting in a bias guiding the search to a certain
part of the solution space.

Zhang et al. [2007] provided a multiobjective formulation of the NRP to optimize
value and cost. They present the results of an empirical study into the suitability of
multiobjective search techniques.

Early work on integration by Saliu and Ruhe [Saliu and Ruhe 2007] showed how
implementation objectives and requirements objectives could be simultaneously op-
timized using a multiobjective optimization approach. Like Zhang et al. [2007], this

ACM Computing Surveys, Vol. V, No. N, Article A, Publication date: January YYYY.



A:7

work also formulated the problem as a two-objective Pareto optimal problem, but in
this case with implementation level and requirement level objectives, where as Zhang
et al. use cost and value as their two objectives.

Finkelstein et al. [2008] showed how a multiobjective optimization approach can be
used to explore fairness of outcomes in requirements assignments. There are differ-
ent definitions of fairness. For example, each customer might wish to receive equal
spend from the developers, or they might prefer that they receive an equal number of
their desired requirements compared to other customers. Finkelstein et al. show how
these different definitions of fairness can be considered to be different objectives to be
optimized.

The application of SBSE optimization techniques to requirements analysis prob-
lems provides one example of a SE application that is often regarded as inherently
imprecise, qualitative and informal. However, using SBSE it can be formalized as a
quantitative multiobjective optimization problem. A position paper on recent trends in
requirements analysis optimization was provided by Zheng et al. [Zhang et al. 2008].

5. DESIGN TOOLS AND TECHNIQUES
In other engineering disciplines SBO is widely used as a means of developing better
designs. Where there are widely accepted metrics, such as cohesion and coupling, there
has been much work on optimizing these [Doval et al. 1999; Harman et al. 2002, 2005;
Mahdavi et al. 2003b; Mancoridis et al. 1999, 1998; Mitchell and Mancoridis 2002,
2003, 2008; Mitchell et al. 2002, 2004]. However, this previous work on cohesion and
coupling, is not concerned with design per se. Rather, it is concerned with the prob-
lem of re-constructing the module boundaries of a system after implementation. As
such, this previous work is categorized as work on maintenance, rather than work on
design in this survey. Räihä [Räihä 2010] provided a recent detailed survey of SBSE
techniques for both design problems and re-design (maintenance) problems in SE.

Clearly, there is a relationship between re-design (for software maintenance) and
design (as a part of the initial design phase of the life cycle). This relationship is borne
out naturally in the literature on software design, where some of the SBSE techniques
from software maintenance also have been adapted for software design. Simons and
Parmee [2006, 2007, 2008a,b] proposed multiobjective GAs to address Object Oriented
(OO) software design. Like the previous work on cohesion and coupling for software
maintenance [Harman et al. 2002, 2005; Mancoridis et al. 1999, 1998; Mitchell and
Mancoridis 2003, 2008], the fitness function is inspired by similar SE goals. Howev-
er, the goal is upstream software design rather than more downstream maintenance.
O’Keeffe and Ó Cinnéide [2003, 2004] converted OO software design to an optimiza-
tion problem using SA. A set of metrics is used for evaluating the design quality. This
is a development of work by the same authors on refactoring OO systems according to
metrics (which is described in Section 7.2).

It would be natural to suppose that work on design patterns [Gamma et al. 1995]
could and should form a foundation for a strand of work on SBSE for design. This
possibility has recently been explored in detail by Räihä et al. [Räihä 2008a,b; Räihä
et al. 2008], who proposed a GA-based approach to automatically synthesize software
architectures consisting of several design patterns.

Other authors have proposed new SBSE approaches, specifically targeted at the de-
sign phase of the software development process. Feldt [1999] presented a model to
explore the difficulty in early software development phases by using GP and also de-
scribes a prototype of interactive software development workbench called WISE that
uses biomimetic algorithms [Feldt 2002]. Several authors have also considered SBSE
techniques for balancing Quality of Service (QoS) objectives, such as Khoshgoftaar et
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al. [Khoshgoftaar et al. 2004a,b], who proposed an approach for calibrating a multiob-
jective Module-Order Model (MOM) using GP.

The problem of QoS aware web service composition was introduced by Canfora et al.
[2005a], who use GAs to solve QoS-aware composition optimization problems. This
problem, which lies at the heart of service oriented computing, implemented as web
based systems, has recently been taken up and studied by other authors. Jaeger and
Mühl [2007] discussed the Quality of service-based web services selection problems
using GAs. Ma and Zhang [2008] proposed a GA based method for web service compo-
sition and web service selection which takes account of QoS constraints. Zhang et al.
[Su et al. 2007; Zhang et al. 2006, 2007] applied GAs for web services selection with
global QoS constraints.

Several authors have addressed the design problem of component selection and inte-
gration. This component selection problem is closely related to the requirement assign-
ment problem. Baker et al. [2006] presented results on greedy optimization and SA for
component selection, while Yang et al. [2006] proposed an approach for the software in-
tegration problem by using GAs to reduce risk. Classical OR techniques have also been
applied to component selection problems: Desnos et al. [2008] combined backtracking
and branch-and-bound techniques for automatic component substitution problem to
optimize software reuse and evolution. Other authors have considered the component
selection problem as a selection optimization problem. For example, Cortellessa et al.
[2008] presented a framework to support the selection of COTS components. These
approaches minimize system construction cost. Vijayalakshmi et al. [2008] proposed
a GA-based approach to select an optimized combination of components and Kuper-
berg et al. [2008] proposed a GP-based platform-independent reengineered parametric
behavior model for black-box components performance prediction.

State based models of design are increasingly popular and these create opportunities
for SBSE research because of the wealth of research on synthesis of state based mod-
els from examples, using optimization techniques. Goldsby et al. [Goldsby and Cheng
2008a,b; Goldsby et al. 2008] presented an evolution-based tool for software behav-
ioral model generation to improve the quality of systems. The system, Avida-MDE,
generates a set of communicating state-based models of system behavior using model
inference techniques that allow a finite state machine model to be synthesized from
cases. A related approach was used by Lucas and Reynolds [2005], who presented an
EA for learning deterministic finite automaton to optimally assign state labels and
compare its performance with the evidence driven state merging algorithm.

Feldt, one of the early pioneers of the application of SBO to SE, showed how fault
tolerance could be designed into systems using GP to evolve multiple diverse software
variants [Feldt 1998a,b,c]. This is a novel approach to N -version computing, in which
highly fault tolerant systems are created several times, in different ways, to increase
robustness. The goal was to increase quality since the GP evolved versions would be
qualitatively different from any human-generated ‘diverse versions’.

In the traditional N -version computing approach, different teams of programmers
are deployed to develop the different (and hopefully, therefore, diverse) solutions to
the same problem. Of course, the development of different versions of a system in this
manner is a highly expensive solution to the problem of robustness and fault tolerance;
it can and has only been used in highly safety-critical situations, where the expense
might be justified. Though it was not directly the intention of the work, Feldt’s work
also showed that by using GP to evolve the required diverse solutions to the same
problem, there is the potential to use SBSE techniques to overcome the expense that
was previously inherent in N -version computing.

Work on SBSE techniques for design has grown in prevalence in the last three
years, with many new and interesting SE design problems emerging. Amoui et al.
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[2006] applied GAs to optimize OO metrics and find the best sequence of system trans-
formations in order to improve the quality of the transformed design. This approach
shares some similarities with work on refactoring using SBO to find good sequences of
refactoring steps. Barlas and El-Fakih [2008] presented a GA based method for map-
ping client-server problems to optimize the delivery of applications to multiple clients
by multiple servers. Bowman et al. [2008] applied the Strength Pareto Evolutionary
Algorithm 2 (SPEA2) multiobjective optimization algorithm to provide decision sup-
port system for the Class Responsibility Assignment (CRA) problem. Cao et al. [Cao
et al. 2005] addressed the cost-driven web service selection problem by using GAs.
Chardigny [Chardigny et al. 2008] proposed a search based approach to the extraction
of component-based architectures of OO systems. As with other work in this section,
this work could be categorized as design or as re-design, highlighting the interplay
in SE between design, maintenance and evolution of software systems. Sharma and
Jalote [2008] proposed a heuristic approach for deploying software components that
maximizes performance.

6. SOFTWARE/PROGRAM VERIFICATION AND MODEL CHECKING
Model checking is an area of research that could well benefit from more research on S-
BSE techniques, because model checking throws up enormous search spaces and there
are candidate metrics to guide a search. Software/Program Verification (ACM: D.2.4)
is given in Table 8. Godefroid was the first to apply SBO to explore the state space
used in model checking [Godefroid 1997]. Where the state space is too large to be fully
checked, search based optimization can be used to identify isomorphic subgraphs and
to seek out counter examples. Alba et al. [Alba and Chicano 2007a,b,c; Alba et al. 2008;
Chicano and Alba 2008b,b,c] also showed how Ant Colony Optimization (ACO) can be
used to explore the state space used in model checking to seek counter examples. Ma-
hanti and Banerjee [2006] also proposed an approach for model checking, using ACO
and Particle Swarm Optimization (PSO) techniques.

Other authors have also explored the relationship between SBSE and model check-
ing. For instance, Johnson [2007] used model checking to measure fitness in the evolu-
tion of finite state machines, while Katz and Peled [2008a,b] provided a model checking
based GP approach for verification and synthesis from specification. They present an
approach that combines Hoare–logic–style assertion based specifications and model
checking within a GP framework [He et al. 2008].

7. DISTRIBUTION, MAINTENANCE AND ENHANCEMENT
Software maintenance is the process of enhancing and optimizing deployed software
(software release), as well as remedying defects. It involves changes to the software in
order to correct defects and deficiencies found during field usage as well as the addition
of new functionality to improve the software’s usability and applicability.

Much of the work on the application of SBSE to these topics has tended to focus
on two strands of research, each of which has attracted a great deal of interest and
around which a body of work has been produced.

The first topic to be addressed is search based software modularization. More re-
cently, there have also been several developments in search based approaches to the
automation of refactoring. The previous work on distribution, maintenance and en-
hancement is discussed in more detail in the following two subsections, which sepa-
rately consider work on modularization and refactoring.

Other work on SBSE application in distribution, maintenance and enhancement
that does not fall into these two categories has considered the evolution of program-
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ming languages [Van Belle and Ackley 2002], real time task allocation2 [Bate and Em-
berson 2006; Emberson and Bate 2007], quality prediction based on the classification
of metrics by a GA [Vivanco and Pizzi 2004] and legacy systems migration [Sahraoui
et al. 2002]. SBSE has also been applied to the concept assignment problem. Gold
et al. [2006] applied GAs and HC to find overlapping concept assignments. Traditional
techniques (which do not use SBSE) cannot handle overlapping concept boundaries,
because the space of possible assignments grows too rapidly. The formulation of this
problem as an SBSE problem allows this large space to be tamed.

7.1. Modularization
Mancoridis et al. were the first to address the problem of software modularization
using SBSE [Mancoridis et al. 1998] in 1998. Their initial work on HC for clustering
modules to maximize cohesion and minimize coupling was developed over the period
from 1998 to 2008 [Doval et al. 1999; Mancoridis et al. 1999; Mitchell and Mancoridis
2002, 2003, 2008; Mitchell et al. 2002, 2004]. The pioneering work of Macoridis et al.
led to the development of a tool called Bunch [Mancoridis et al. 1999] that implements
software module clustering.

The problem of module clustering is similar to the problem of finding near cliques
in a graph, the nodes of which denote modules and the edges of which denote depen-
dence between modules. Mancoridis et al. [Mancoridis et al. 1999] called this graph a
module dependency graph. The Bunch tool produces a hierarchical clustering of the
graph, allowing the user to select the granularity of cluster size that best suits their
application.

Following Macoridis et al., other authors also developed the idea of module clustering
as a problem within the domain of SBSE. Harman et al. [Harman et al. 2002], studied
the effect of assigning a particular modularization granularity as part of the fitness
function, while Mahdavi et al. [Mahdavi 2005; Mahdavi et al. 2003b] showed that com-
bining the results from multiple hill climbs can improve on the results for simple HC
and GAs. Harman et al. also [Harman et al. 2005] explored the robustness of the Mod-
ularization Quality (MQ) fitness function in comparison with an alternative measure
of cohesion and coupling, EValuation Metric (EVM), used in work on clustering gene
expression data.

Other authors have also considered search based clustering problems. Bodhuin et al.
[2007] applied GAs to group together class clusters in order to reduce packaging size
and the average downloading times. Huynh and Cai [2007] applied GAs to cluster
Design Structure Matrices and check the consistency between design and source code
structures.

Despite several attempts to improve on the basic HC approach [Harman et al. 2002;
Mahdavi et al. 2003b; Mitchell and Mancoridis 2002], this simple search technique
has been found to be very effective for this problem. However, Praditwong et al. [Pra-
ditwong et al. 2010] recently demonstrated that multi-objective optimization can sig-
nificantly outperform HC in terms of modularisation quality. Mitchell and Mancoridis
recently published a survey of the Bunch project and related work [Mitchell and Man-
coridis 2006].

Clustering is a very general problem to which a number of algorithms have been
applied, not merely search based algorithms. Clustering is likely to find further appli-
cations in SE applications, beyond the original work on software modular structure.
For example, Cohen [Cohen et al. 2006] showed how search based clustering algo-

2This work could equally well be categorized as ‘real time SBSE’; a topic area which is sure to develop in
future, given the highly constrained nature of the real time environment and the many competing objectives
that have to be optimized.
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rithms could be applied to the problem of heap allocation Java program optimization.
Memory fragmentation issues have also been addressed using SBSE: Del Rosso [2006]
improved internal memory fragmentation by finding the optimal configuration of a
segregated free lists data structure using GAs.

7.2. Refactoring
In refactoring work, the goal is to change the program, altering its structure without
altering the semantics. Closely related topics have also been addressed. For example,
Reformat et al. [2003, 2007] explored applications of software clones and present a
method for automatic clone generation using GP. Clones are also a focus for attention
in the work of Di Penta et al. [Di Penta 2005; Di Penta et al. 2005], who proposed
a language-independent software renovation framework to remove unused objects,
clones and circular dependencies, and to cluster large libraries into more cohesive and
smaller ones. Cowan et al. [2004] provided a framework of automatic programming ap-
plying GP. Bouktif et al. [2006] used SBSE techniques to schedule refactoring actions
in order to remove duplicated code. Antoniol et al. [2003] proposed GA based refac-
toring process to reduce size and minimize coupling of libraries. Bodhuin et al. [2007]
introduced a tool to support refactoring decisions using a GA guided by software met-
rics.

Search based refactoring work can be partitioned according to whether the goal is to
optimize the program to a refactored version of itself [Cooper et al. 1999; O’Keeffe and
Ó Cinnéide 2006, 2007, 2008a,b; Ryan 2000; Williams 1998] or whether it is to optimize
the sequence of refactoring steps to be applied [Harman and Tratt 2007; Williams
1998]. The work can also be categorized according to whether the approach followed
is single objective (combining all metrics into a single fitness value) [O’Keeffe and Ó
Cinnéide 2006, 2007, 2008a,b; Ryan 2000; Seng et al. 2005, 2006; Williams 1998] or
multiobjective (using Pareto optimality to separately optimize each metric) [Harman
and Tratt 2007]. Bouktif et al. [2006] proposed an approach to schedule refactoring
actions under constraints and priorities in order to remove duplicated code.

This work is closely related to that on statement-level search based transformation,
which was first explored by Ryan and Williams in the context of identification of trans-
formations that improve imperative language paralellizability [Ryan 2000; Williams
1998]. Nisbet [1998] also applied a GA to determine the optimal transformation se-
quence that minimizes the execution time of FORTRAN programs for Single Program
Multiple Data (SPMD) execution on parallel architectures.

Stephenson et al. [2003] used GP to improve compiler heuristics. This approach di-
rectly evolves the heuristic deployed by the compiler. Hoste and Eeckhout [2008] and
Dubach et al. [2007] used an alternative approach to improve the performance of com-
piled code by searching the space of compiler options that control optimization levels
in gcc. There are about 60 such flags (purely for optimization behavior of the gcc),
making for a non-trivial search space of options, specifically targeted at performance
of the compiled code. The two objectives considered in the paper are compilation time
and code quality (in terms of execution time), though many other possibilities suggest
themselves, such as the many non functional properties of the program being compiled.

Refactoring seeks to restructure a program to improve some aspect of the struc-
ture without affecting the behavior of the restructured system. It is an example of
a more general approach: (source-to-source) program transformation, to which SBSE
techniques have also been applied. Fatiregun et al. [Fatiregun et al. 2003, 2005, 2004]
and Kessentini et al. [2008] applied transformations to reduce programs size and to au-
tomatically construct amorphous slices. The first author that has considered any form
of source-to-source transformation using a search based approach was Cooper [Cooper
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et al. 1999] who applied search based transformation to find sequences of compiler op-
timizations. This work used only whole program transformations. The work of Ryan,
Williams and Fatiregun which followed, focused on the more ‘micro level’ or statement-
level transformations.

By contrast with this previous work on transformation, the work on refactoring is
more concerned with the OO paradigm, but the principles used in the refactoring work
are largely the same as those that pertain to the statement-level transformation do-
main.

8. MANAGEMENT
SE management is concerned with the management of complex activities being carried
out in different stages of the software life cycle, seeking to optimize both the process-
es of software production as well as the products produced by this process. Task and
resource allocation, scheduling and cost-effort estimation have been among the most
frequently considered problems studied in this category. Papers on SBSE for manage-
ment can be roughly categorized according to whether they concern project planning
activities or whether they create predictive models for cost estimation to provide deci-
sion support to software project managers. The following two subsections present the
work in each of these two categories.

8.1. Project Planning
Chang et al. [Chang 1994; Chang et al. 1994, 1998, 2001; Chao et al. 1993] were the
first to use SBSE on software management problems. Their early work on search based
software project management [Chang 1994; Chang et al. 1994; Chao et al. 1993] intro-
duced the Software Project Management Net (SPMNet) approach for project schedul-
ing and resource allocation, evaluating SPMNet on simulated project data. SPMNet
deals with project scheduling and resource allocation. Other early work on SBSE for
project management was presented by Aguilar-Ruiz et al. [Aguilar-Ruiz et al. 2001,
2002], who also advocated the use of a Software Project Simulator (SPS) to evaluate
fitness, guiding an evolutionary search for a set of management rules to inform and
assist the project manager.

The allocation of teams to work packages in software project planing can be thought
of as an application of a bin packing problem [Coffman et al. 1984]. Motivated by
this observation, Antoniol et al. [Antoniol et al. 2004a, 2005], Chicano and Alba [Alba
and Chicano 2005, 2007d] applied search algorithms to software projects. Antoniol
et al. applied GAs, HC and SA to the problem of staff allocation to work packages.
They also considered problems of re-working and abandonment of projects, which are
clearly important aspects of most SE projects. Antoniol et al. applied the algorithms to
real world data from a large Year 2000 (Y2K) maintenance project. Chicano and Alba
considered the multiobjective version of the problem applied to synthetic data. The
multiple objectives are combined into a single fitness function using weights for each
of the component objectives.

Bouktif et al. have used SBSE to consider the management problem of determin-
ing the expected quality of a software system as a prediction system. Bouktif et al.(a)
[Bouktif et al. 2002] presented a GA based quality model to improve software quality
prediction, while Bouktif et al.(b) [Bouktif et al. 2006] showing how the general prob-
lem of combining quality experts, modeled as Bayesian classifiers, can be tackled via
an SA algorithm customization. Bouktif et al.(c) [Bouktif et al. 2004] used a GA based
method to improve rule set based OO software quality prediction.

The application areas of software project management, scheduling and planning
have witnessed a great deal of recent interest from the research community, with re-
cent contributions from a number of authors. Alvarez-Valdés et al. [2006] used a Scat-
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ter Search (SS) algorithm for project scheduling problems to minimize project comple-
tion duration. This is one of the few applications of SS in SBSE. Barreto et al. [2008]
proposed an optimization based project staffing algorithm to solve staffing problem.
Cortellessa et al. [2008] described an optimization framework to provide decision sup-
port for software architects. Hericko et al. [2008] used a simple gradient-based opti-
mization method to optimize project team size while minimising project effort. Kapur
et al. [2008] used a GA to provide optimal staffing for product release and best quality
to customers under time constraints. Kiper et al. [2007] applied GAs and SA to select
optimal subset of Verification and Validation (V&V) activities in order to reduce risk
under budget restrictions, thereby linking the problem domains of testing and man-
agement.

It is clear that this application area will continue to draw interest and activity from
the SBSE community. Though there has been much interest in the difficulty of the
problem of software project management, there remain a number of unresolved chal-
lenges, including:

(1) Robustness. It may not be sufficient to find a project plan that leads to early
completion time. It may be more important to find plans that are robust in the
presence of changes. Such a robust plan may be sub-optimal with respect to the
completion time objective. This may be a worthwhile sacrifice for greater certain-
ty in the worst case completion time, should circumstances change. These forms
of ‘robustness trade-off ’ have been widely studied in the optimization literature
[Beyer and Sendhoff 2007].

(2) Poor Estimates. All work on software project estimation has had to contend with
the problem of notoriously poor estimates [Shepperd 2007]. Much of the work on
SBSE for project management has implicitly assumed that reliable estimates are
available at the start of the project planning phase. This is an unrealistic assump-
tion. More work is required in order to develop techniques for software project
planning that are able to handle situations in which estimates are only partly re-
liable.

(3) Integration. Software project management is a top level activity in the software
development life cycle. It draws in other activities such as design, development,
testing, and maintenance. As such, project management is ideally not an activity
that can be optimized in isolation. In order to achieve wider applicability for the
SBSE approach to software project management, it will be necessary to develop
techniques that can integrate management activities with these other engineering
activities.
Software project management also cannot be conducted in isolation from require-
ment engineering, since the choice of requirements may affect the feasibility of
plans. Therefore, though the requirements gathering and analysis phases typical-
ly precede the formulation of management planning, this is clearly not desirable
once one accepts that the planning phase can be formulated as an optimization
problem.
Early work on integration by Saliu and Ruhe [2007] showed how implementation
objectives and requirements objectives could be simultaneously optimized using
a multiobjective optimization approach. More work is required to integrate other
aspects of the software development process into an optimized software project
management activity.

Figure 2 provides a generic schematic overview of SBSE approaches to project plan-
ning. Essentially, the approach is guided by a simulation that captures in abstract
form, the conduct of the project for a given plan. A project plan is evaluated for fit-
ness using the simulation. Typically the simulation is a simple queuing simulation
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Fig. 2. A Generic Search Based Project Management Scheme

that can deterministically compute properties of the project (such as completion time),
based upon the plan. The plan involves two aspects: people and tasks. The tasks (usu-
ally called work packages) have to be completed by teams. There may be dependencies
between the work packages which mean that one cannot start until another is com-
pleted. Work packages may also require certain skills, possessed by some staff (and
not others), while staff may be assigned to teams.

These details form the basis of the different choices of formulation of the problem
studied in the literature. However, all are united by the overall approach, which is to
assess fitness of a project plan, using a model of its conduct, with the search space of
possible project plans. They all take into account different aspects of the real world
software project management problem as determined by the problem formulation.

8.2. Cost Estimation
Software project cost estimation is known to be a very demanding task [Shepperd
2007]. For all forms of project, not merely those involving software, project estimation
activities are hard problems, because of the inability to ‘predict the unpredictable’ and
the natural tendency to allocate either arbitrary (or zero) cost to unforeseen (and un-
foreseeable) necessitated activities. The problem of estimation is arguably more acute
for software projects than it is for projects in general, because of:

(1) the inherent uncertainties involved in software development;
(2) the comparative youth of the SE as a discipline; and
(3) the wide variety of disparate tasks to which SE solutions can be applied.

Dolado was the first author to attack software project estimation problems using
SBSE. He applied GP to the problem of cost estimation, using a form of ‘symbolic
regression’ [Dolado 2000, 2001; Dolado and Fernandez 1998]. The idea was to breed
simple mathematical functions that fit the observed data for project effort (measured
in function points). This has the advantage that the result is not merely a prediction
system, but also a function that explains the behavior of the prediction system.
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Several authors have used GP in cost estimation and quality prediction systems.
Evett et al. [1999] used GP for quality prediction. Liu and Khoshgoftaar [2001] also
applied GP to quality prediction, presenting two case studies of the approach. This
GP approach has been extended, refined and further explored by Khoshgoftaar et al.
[Khoshgoftaar and Liu 2007; Khoshgoftaar et al. 2003, 2008; Liu and Khoshgoftaar
2004, 2003]. In all these works, GP evolved predictors are used as the basis for de-
cision support. Other authors have used a combination of GA and GP techniques for
estimation as a decision support tool for software managers. Huang et al. [2008] inte-
grated the grey relational analysis with a GA to improve the accuracy of software effort
estimation. Jarillo et al. [2001] applied GAs and GP to effort estimation for predicting
the number of defects and estimating the reliability of the system. Lokan [2005] inves-
tigated the performance of GP based software effort estimation models using a number
of fitness functions.

Burgess and Lefley also reported results from the application of GP to software
project cost estimation [Burgess and Lefley 2001; Lefley and Shepperd 2003]. Shan
et al. [2002] compared a grammar-guided GP approach with linear regression in esti-
mation of software development cost. Sheta [2006] presented two new model structures
to estimate the effort required for the development of software projects using GAs and
bench-marked them on a NASA software project data set. Shukla [2000] presented
a neuro-genetic approach using a genetically trained Neural Network (NN) predictor
trained to predict resource requirements for a software project based on historical da-
ta.

Kirsopp et al. [Kirsopp et al. 2002] also used search techniques in software project
cost estimation. Their approach predicts unknown project attributes in terms of known
project attributes by seeking a set of near neighbor projects that share similar values
for the known attributes. This approach is known as Case Based Reasoning (CBR)
and it is widely used in prediction systems. CBR works well when the existing base of
project data is of consistently good quality, but can perform badly where some projects
and/or attributes are miss-recorded. Kirsopp et al. [2002] showed that the problem of
determining a set of good predictors can be formulated as a feature subset selection
problem, to which they applied a HC algorithm. This work was also one of the few in
the SBSE literature that has evaluated the properties of the search landscape.

9. ANALYSIS OF TECHNIQUES & APPLICATIONS
Figure 1(a) showed the trend of growth in publications in SBSE, while Figure 1(b)
showed how the application areas within SE have been covered. In this section a fur-
ther and deeper analysis of the overall area is provided using bar graphs to show the
relative frequency of application of optimization techniques, together with a Formal
Concept Lattice to show the relationships between application areas and techniques
applied.

Figure 3 shows the distributions of search based optimization techniques used in
SBSE. Perhaps one striking aspect of the SBSE literature (from the optimization point
of view) is the comparatively widespread use of HC. This simple local search technique
is often derided in the optimization literature, yet it can be effective and has a number
of advantages over more sophisticated algorithms:

(1) It is efficient: both quick to implement and fast in execution.
(2) Though it may become trapped in a local optima, it can be re-stated multiple times.

As such, for problems in which a quick answer is required that is merely ‘good
enough’ – a solution which is sufficiently better than the current one so that the
effort in adopting it would offset the effort, HC often serves the purpose; the choice
of other techniques may denote something of a ‘sledge hammer to crack a nut’.
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Fig. 3. Numbers of papers using each of the different types of SBO techniques: EAs are split into GA,
GP, ES, SS, EDA, PSO and EAs. In this figure the stacked bar ‘EAs’ represents the general class of all
Evolutionary Algorithms, while the top portion of bar labelled ‘EAs*’ refers to the proportion of the literature
that describes itself as using an ‘evolutionary algorithm’, without further qualification or specification as to
the type of evolutionary algorithm used.

(3) It gives a sense of the landscape structure. Because HC performs a local search
and ascends the ‘nearest hill to the start point’, with multiple restarts, it can be a
quick and effective way of obtaining a first approximation to the structure of the
landscape.

These properties of HC make it well suited to new application areas of SBSE (or
indeed for any new optimization problem). The technique can be used to quickly and
reliably obtain initial results, test out a putative fitness function formulation, and to
assess the structure of the search landscape. In SBSE, where many new application
areas are still being discovered, HC denotes a useful tool: providing fast, reliable and
understandable initial results. It should be tried before more sophisticated algorithms
are deployed.

Table 3 shows the venues in which SBSE publications have appeared. In total the
papers on SBSE have appeared in 201 different publication venues, which partly ex-
plains why a survey like the present one is needed. This spread of publication venues
reveals that there are a wide range of publication outlets for SBSE work. The data also
indicate that SBSE work is achieving acceptance in the leading SE journals and con-
ferences as well as those from the SBO and OR communities. This reflects a healthy
profile of publication reaching all of the communities to which this work is relevant. It
bodes well for the development of the discipline.

Figure 4 presents a Formal Concept Lattice of the literature on SBSE. Formal Con-
cept Analysis [Snelting 1998] is a technique that can be applied to tabular data that
report objects, attributes and the binary relationships between them. A ‘concept’ is a
maximal rectangle in the adjacency matrix of objects and attributes. That is, a concept
denotes a maximal set of objects that possess a given (also maximal) set of attributes.

The results of FCA are typically displayed as a concept lattice, such as that presented
in Figure 4. The lattice exploits symmetry properties enjoyed by all concept spaces (the
details of which are beyond the scope of this paper). These properties have been shown
to hold, irrespective of the particular choice of objects and attributes, thereby imbuing
FCA with an enduring appeal. In the case of Figure 4, the objectives are application
areas and the attributes are the search based optimization techniques that have been
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Fig. 4. FCA for Techniques & Applications in the SBSE literature 1976–2008

applied to the corresponding application areas. A concept is thus a set of Software
Engineering application areas to which a set of search based optimization techniques
have been applied, such that no larger set of areas can be found for the same set of
techniques and no larger set of techniques can be found for the same areas.

The names of the SE application areas presented in Figure 4 are abbreviated due to
space limitations. That is, ‘Protocols’ is the abbreviation of ‘Network Protocols (C.2.2)’;
‘Requirements’ is the abbreviation of ‘Requirements/Specifications (D.2.1)’; ‘Design’ is
the abbreviation of ‘Design Tools and Techniques (D.2.2)’; ‘Coding’ is the abbrevia-
tion of ‘Coding Tools and Techniques (D.2.3)’; ‘Verification’ is the abbreviation of ‘Soft-
ware/Program Verification (D.2.4)’; ‘Testing’ is the abbreviation of ‘Testing and De-
bugging (D.2.5)’; ‘Maintenance’ is the abbreviation of ‘Distribution; Maintenance and
Enhancement (D.2.7)’; ‘Agents’ is the abbreviation of Distributed Artificial Intelligence
(I.2.11)’; ‘Security’ is the abbreviation of ‘Security and Protection (K.6.5)’.

In the lattice, a concept is denoted by a node. The concepts are related to one another
by edges. If a node n1 is related to a node n2 (with n2 higher up the diagram) then this
means, in the case of the SBSE lattice of Figure 4, that all the application areas present
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at concept n1 are also present at concept n2 and that all the optimization techniques
present at n2 are also present at n1.

It turns out that, for all lattices, there is a unique labeling of nodes, such that an
objective and attribute need appear only once in the labeling. In the case of the SBSE
lattice, the labels correspond to application areas in SE and optimization techniques.
An application area appearing at node n, also implicitly appears at all the nodes reach-
able from n moving up the lattice. By symmetric counterpart, an application area that
appears at a node m in the lattice also implicitly appears at all the nodes reachable
from m, traveling down the lattice. Figure 4 includes concepts relating to testing. When
these are removed and the lattice recomputed the effect is merely the disappearance of
those node labels (all of which relate only to testing) at the lowest node in the lattice.
This is merely a reflection of the fact that testing has been optimized using a superset
of all optimization techniques applied to other SE problem domains.

The lattice for the SBSE literature reveals a few interesting properties of the clus-
tering of application areas and techniques. First, it is clear that the testing application
area has had every optimization technique applied to it in the SBSE literature (be-
cause it appears at the bottom of the lattice), while no technique has been applied to
every area (indicating that there are still gaps here). Furthermore, four techniques:
TS, SQP, MA and EDA have only been applied so far in Software Testing. Of those
techniques so far explored these are the least widely applied.

It is also clear that the most widely applied techniques are SA and EAs, backing up
the findings of Figure 3. Hill climbing, though popular, has only been applied to design,
maintenance, management and testing. Only EAs have been applied to agents, while
protocols form an interesting link between PSO and SA. They are the only application
areas (apart from the ubiquitous area of testing) to which both PSO and SA have been
applied.

Figure 4 can also be read like a subsumption diagram. For example, all areas to
which IP, HC and ACO have been applied have also had SA applied to them and all
these have had EAs applied to them. Reading the relationship in the other direction,
all techniques applied to agents have also been applied to Coding and all these have
been applied to Requirements. The reader may also find other relationships in the
lattice that are of interest, depending upon the particular areas and techniques that
are of interest to them.

10. HOW SBSE REUNITES PREVIOUSLY DIVERGENT AREAS OF SE
In the early development of the field of SE the nascent field split into different topic
areas, with many different disjoint communities focusing on different aspects of the
emerging discipline. Of course, this has been a natural and necessary evolution of the
subject and it was to be expected. However, it has had the disadvantage that it has
created silos of activity with few connections between them.

Fortunately, acts as a catalyst to remove barriers between subareas, thereby combat-
ing the disadvantages of ‘silo mentality’. It is interesting to observe how SBSE creates
these linkages and relationship between areas in SE that would otherwise appear to
be completely unrelated. For instance, the problems of requirements engineering and
regression testing would appear to be entirely unrelated topics.

Indeed, these two areas of SE soon developed their own series of conferences, with
work on requirements engineering tending to appear in the conference and journal of
the same name, while work on regression testing would tend to appear at conferences
such as the ACM International Symposium on Software Testing and Analysis and the
IEEE International Conference on Software Testing.

However, using SBSE, a clear relationship can be seen between these two problem
domains. As optimization problems they are remarkably similar, although they occur
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Fig. 5. Requirements Selection & Regression Testing

at different phases of the software development process and, typically, researchers
working within each topic will form disjoint communities.

Figure 5 illustrates the SBSE-inspired relationship between requirements optimiza-
tion and regression testing. As a selection problem, the task of selecting requirements
is closely related to the problem of selecting test cases for regression testing. The dif-
ference is that test cases have to cover code in order to achieve high fitness, whereas
requirements have to cover customer expectations. In the detail, there will be differ-
ences in these two forms of coverage, but as optimization problems, the similarity is
striking: both can be viewed as subset selection problems and also as set cover prob-
lems.

When one turns to the problem of prioritization, the similarity is also most striking.
Both regression test cases and requirements need to be prioritized. In requirement
analysis, we seek an order that will ensure that, should development be interrupted,
then maximum benefit will have been achieved for the customer at the least cost to the
developer; a classic multiobjective cost/benefit problem. For test cases, the prioritiza-
tion must seek to ensure that, should testing be stopped, then maximum achievement
of test objectives is achieved with minimum test effort.

This is an appealing aspect of SBSE. It has the potential to create links and bridges
between areas of SE that have grown apart over the years, but which submit to similar
analysis from the optimization point of view. Such relationships may lead to exciting
new opportunities for cross fertilization between disjoint research communities. These
opportunities are a compelling reason for the emergence of conferences and events
that focus on Search Based SE. The approach clearly has the potential to cut across
traditional SE boundaries.

11. OVERLOOKED AND EMERGING AREAS
Some areas of SBSE activity have been considered briefly in the literature and then
appear to have been overlooked by subsequent research. This section highlights these
areas. That is, topics that have been addressed, shown promising results, but which
have attracted neither follow-on studies nor (relatively speaking) many citations. Giv-
en the initially patchy nature of work on SBSE and the recent upsurge in interest and
activity, these potentially overlooked areas may be worthy of further study.

Furthermore, this survey comes at a time when SBSE research is becoming
widespread, but before it has become mainstream. It is too soon to know whether
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some of the areas that have apparently hitherto been overlooked, might not simply
be emerging areas in which there will be intense activity over the next few years. This
section considers both emergent and overlooked areas together; these areas denote ei-
ther SE subareas or optimization potentialities that remain to be more fully explored.

11.1. Information Theoretic Fitness
Lutz [Lutz 2001], considered the problem of hierarchical decomposition of software.
The fitness function used by Lutz is based upon an information-theoretic formulation
inspired by Shannon [Shannon 1948]. The function awards high fitness scores to hier-
archies that can be expressed most simply (in information theoretic terms), with the
aim of rewarding the more ‘understandable’ designs. The paper by Lutz is one of the
few to use information theoretic measurement as a fitness mechanism. This novel and
innovative approach to fitness may have wider SBSE applications.

More recently, Feldt et al. [2008] also used an information theoretic model, draw-
ing on the observation that the information content of an object can be assessed by
the degree to which it can be compressed (this is the so-called Kolmogorov complex-
ity). This recent work may be an indication that information theoretic fitness is not
likely to remain an ‘overlooked area’ for much longer. The authors believe that there
is tremendous potential in the use of information theory as a source of valuable fit-
ness for SE; after all, SE is an information-rich discipline, so an information theoretic
fitness function would seem to be a natural choice.

11.2. Optimization of Source Code Analysis
Only a few papers appear to concern source code based SBSE. This is likely to be a
growth area, since many source code analysis and manipulation problems are either
inherently undecidable or present scalability issues. The source code analysis commu-
nity has long been concerned with a very rigid model of analysis, in which conservative
approximation is the favored approach to coping with the underlying undecidability of
the analysis problem.

However, more recently, Ernst’s seminal work on the detection of likely invariants
[Ernst 2000], which spawned the widely-used and influential Daikon tool [Ernst et al.
2001] demonstrated that unsound analyses can yield extremely valuable results. The
full potential of this observation has yet to be realized. Through the application of
SBSE, it will be possible to search for interesting features and to provide probabal-
istic source code analyses that, like the Daikon work, may not be sound, but would
nonetheless turn out to be useful.

A summary of the papers addressing problems related to Coding Tools and Tech-
niques (ACM: D.2.3) is given in Table 7. All of these papers could be regarded as rep-
resenting an emerging area of optimization for source code analysis using SBSE. Hart
and Shepperd [2002] addressed the automatic evolution of controller programs by ap-
plying GAs to improve the quality of the output vector, while Di Penta et al. [Di Penta
et al. 2008; Di Penta and Taneja 2005] proposed a GA based approach for grammar
inference from program examples toward suitable grammars. The grammar captures
the subset of the programming language used by the programmer and can be used to
understand and reason about programming language idioms and styles.

Jiang et al. [2007, 2008] used search based algorithms to decompose the program
into slices and to search for useful dependence structures. The search problem involves
the space of subsets of program slices, seeking those that denote decomposable but
disparate elements of code using metaheuristic search and also greedy algorithms. The
results showed that, as procedures become larger, there was a statistically significant
trend for them to become also increasingly splittable.
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More recently, Zeller [Zeller 2011] argued for an iterative cycle of program analysis
and search based test data generation.

11.3. SBSE for Software Agents and Distributed Artificial Intelligence
Software agents and the general areas known by the term ‘Distributed Artificial Intel-
ligence’ in the ACM classification system, would seem to provide a rich source of prob-
lems for SBSE, particularly those approaches that use population based optimization.
A summary of the papers addressing Distributed Artificial Intelligence (ACM: I.2.11)
is given in Table 12. As can be seen, there is comparatively little work in this area,
despite there being some early work by Sinclair and Shami [Sinclair and Shami 1997],
who investigated the relative efficiency of GAs and GP to evolve a grid-based food
gathering agent. More recently, Haas et al. [2005] used a GA for parameter tuning of
multi-agent systems, while Hodjat et al. [2004] applied GAs to improve agent-oriented
natural language interpreters.

This apparent lack of other previous work is something of a surprise since the na-
ture of multi agent systems seems very closely aligned and amenable to SBSE. That
is, an agent based system consists of a population of individuals that interact and
share information, seeking to solve a common goal. A population based optimization
algorithm also consists of a set of individuals that exchange information through cross
over. Furthermore, co-evolutionary optimization seems particularly well suited to the
agent oriented paradigm; each agent could co-evolve its beliefs, desires and intention-
s in co-evolutionary co-operation with the others. Alternatively, using competitive co-
evolution, it may be possible to identify good agent designs by creating an environment
in which they are subjected to evolutionary pressure, using GP to evolve their internal
structure.

The authors believe that the potential for SBSE applications in the area of software
agents is enormous. Recent work3 [Nguyen et al. 2009] demonstrated how an agent
can be tested using SBSE techniques. We hope to further develop this model of evolu-
tionary agents.

11.4. Security and Protection
There have been very few papers on the application of SBSE to problems of security. A
summary of the papers addressing Security and Protection areas (ACM: K.6.5) is given
in Table 13. This is sure to change, given the importance of this area of application.
The challenge is often to find a way to encode a security problem as a fitness function.

Often security aspects have a decidedly boolean character to them; either a security
problem is present or it is absent. In order to fully apply SBSE techniques to find
security problems, it will be necessary to find a way to formulate fitness functions that
offer a guiding gradient toward an optimum.

Some authors have managed to do this. Dozier et al. [2004] described how the de-
sign of AIS-based Intrusion Detection Systems (IDSs) can be improved through the
use of evolutionary hackers in the form of GENERTIA red teams (GRTs) to discover
holes found in the immune system. Dozier et al. [2007] compared a hacker with 12
evolutionary hackers based on PSO that have been used as vulnerability analyzers for
AIS-based IDSs. Del Grosso et al. [Del Grosso et al. 2005, 2008] showed how SBSE
can be used to detect buffer overflow vulnerabilities, thereby helping to guard against
‘stack smash’ attacks.

3The work is not included in the tables and analysis in this survey since it is published after the census
date.
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11.5. Protocols
Protocol correctness, efficiency, security and cost are all aspects of protocol definitions
that can and have been explored using SBSE. Alba and Troya [1996] presented a first
attempt in applying a GA for checking the correctness of communication protocols (ex-
pressed as a pair of communicating FSMs). Clark and Jacob [2000] used GAs in the
design and development of Burrows, Abadi and Needham (BAN) protocols optimizing
for the trade-off between protocol security, efficiency and cost. This was subsequent-
ly extended by Clark and Jacob [2001], who applied GAs and SA approaches to the
problem addressed in Clark and Jacob [2000]. El-Fakih et al. [1999] used the 0-1 ILP
and GAs to solve the message exchange optimization problem for distributed applica-
tions in order to reduce the communication cost. Ferreira et al. [2008] proposed PSO
to detect network protocol errors in concurrent systems. A summary of the papers ad-
dressing problems in the area of Network Protocols (ACM: C.2.2) using search based
approach is given in Table 4.

11.6. Interactive Optimization
All of the fitness functions so far considered in the literature on SBSE have been ful-
ly automated. This seems to be a pre-requisite; fast fitness computation is needed for
repeated evaluation during the progress of the search. However, outside the SBSE
domain of application, there has been extensive work on fitness functions that incor-
porate human judgement [Funes et al. 2004]. This form of search is known as interac-
tive optimization and it is clearly relevant in many aspects of SE, such as capturing
inherently intuitive value judgements about design preferences [Simons and Parmee
2008b].

In SE, interactive optimization could be used in a number of ways. Many problems
may naturally benefit from human evaluation of fitness. For example, in design prob-
lems, the constraints that govern the design process may be ill-defined or subjective. It
may also be possible to use a search based approach to explore the implicit assumptions
in human assessment of solutions. For example, by identifying the building blocks that
make up a good solution according to a human fitness evaluation, it may be possible to
capture otherwise implicit design constraints and desirable features.

The key problem with any interactive approach to optimization lies in the require-
ment to repeatedly revert to the human for an assessment of fitness, thereby giving rise
to possible fatigue and learning-effect bias. If this fatigue problem can be overcome in
the SE domain (as it has in other application domains) then interactive optimization
offers great potential benefits to SBSE.

Harman [2007a] provided an overview of SBSE for problems in program comprehen-
sion, which includes ways in which interactive evolution might be applied in problems
relating to code understanding.

11.7. On Line Optimization
All applications of SBSE of which the authors are aware, concern what might be
termed ‘static’ or ‘offline’ optimization problems. That is, problems where the algo-
rithm is executed off line in order to find a solution to the problem in hand. This is to
be contrasted with ‘dynamic’ or ‘on line’ SBSE, in which the solutions are repeatedly
generated in real time and applied during the lifetime of the execution of the system
to which the solution applies.

The static nature of the search problems studied in the existing literature on SBSE
has tended to delimit the choice of algorithms and the methodology within which the
use of search is applied. PSO [Zhang et al. 2005] and ACO [Dorigo and Blum 2005]
techniques have not been widely used in the SBSE literature. These techniques work
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well in situations where the problem is rapidly changing and the current best solution
must be continually adapted.

It seems likely that the ever changing and dynamic nature of many SE problems
would suggest possible application areas for ACO and PSO techniques. It is surpris-
ing that highly adaptive search techniques like ACO have yet to be applied widely
in SBSE. Perhaps distributed, service oriented and agent oriented SE paradigms will
provide additional candidate application areas for ACO and PSO.

11.8. SBSE for Non Functional Properties
There has been much work on stress testing [Alander et al. 1997; Briand et al. 2005,
2006; Garousi 2006, 2008; Garousi et al. 2008; Mantere 2003] and temporal testing
[Alander et al. 1997, 1998, 1997, 1996; Dillon 2005; Groß 2000, 2001; Groß et al. 2000;
Groß and Mayer 2002, 2003; Pohlheim and Wegener 1999; Tlili et al. 2006; Wegener
and Grochtmann 1998; Wegener et al. 1997; Wegener and Mueller 2001; Wegener et al.
1997], but far less on other non functional properties such as heat dissipation and
power consumption [Joshi et al. 2008; White et al. 2008] and thermal properties such
as temperature and heat dissipation [Joshi et al. 2008]. The problem of QoS introduced
by Canfora et al. [2005a], also denotes an area of non-functional optimization in SE
which has recently witnessed an upsurge in activity and interest [Jaeger and Mühl
2007; Ma and Zhang 2008; Su et al. 2007; Zhang et al. 2006, 2007].

It seems likely that the drive to ever smaller devices and to massively networked
devices will make these issues far more pressing in future, thereby engendering more
research in this area. These are important emergent SE paradigms, though perhaps
not widely regarded as current mainstream SE. Afzal et al. [Afzal et al. 2009] provided
a detailed in-depth survey of approaches to testing non-functional requirements, to
which the reader is referred for a more detailed treatment of this area.

11.9. Multiobjective Optimization
SE problems are typically multiobjective problems. The objectives that have to be met
are often competing and contradictory. For example, in project planning, seeking ear-
liest completion time at the cheapest overall cost will lead to a conflict of objectives.
However, there is no necessary simple trade-off between the two, making it desirable
to find ‘sweet spots’ that optimize both.

Suppose a problem is to be solved that has n fitness function, f1, . . . , fn that take
some vector of parameters x. One simple-minded way to optimize these multiple ob-
jectives is to combine them into a single aggregated fitness, F , according to a set of
coefficients, ci, . . . , cn: F =

∑n
i=1 cifi(x). This approach works when the values of the

coefficients determine precisely how much each element of fitness matters. For exam-
ple, if two fitness functions, f1 and f2 are combined using F = 2 · f1(x) + f2(x) then
the coefficients c1 = 2, c2 = 1 explicitly capture the belief that the property denoted
by fitness function f1 is twice as important as that denoted by fitness function f2. The
consequence is that the search may be justified in rejecting a solution that produces a
marked improvement in f2, if it also produces a smaller reduction in the value of f1.

Most work on SBSE uses software metrics in one form or another as fitness func-
tions [Harman and Clark 2004]. However, the metrics used are often those that are
measured on an ordinal scale [Shepperd 1995]. As such, it is not sensible to combine
these metrics into an aggregate fitness in the manner described above. The use of
Pareto optimality is an alternative to aggregated fitness. It is superior in many ways.
Under Pareto optimality, one solution is better than (i.e. dominates) another if it is bet-
ter according to at least one of the individual fitness functions and no worse according
to all of the others.
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Fig. 6. Pareto Optimality and Pareto Fronts

When searching for solutions to a problem using Pareto optimality, the search yields
a set of solutions that are non-dominated. That is, each member of the non-dominated
set is no worse than any of the others in the set, but also cannot be said to be better. Any
set of non-dominated solutions forms a Pareto front. Consider Figure 6, which depicts
the computation of Pareto optimality for two imaginary fitness functions (objective 1
and objective 2). In the figure, points S1, S2 and S3 lie on the Pareto front, while S4
and S5 are dominated. Interested readers may refer to Collette and Siarry [2004] for
further details about multiobjective optimization and Pareto optimality.

Recently, research on SBSE has started to move from single objective formulations to
multi-objective formulations, with an increasing focus on Pareto optimal optimization
techniques. For example, Harman [Yoo and Harman 2011] recently set out a research
agenda for Multi-objective Regression Test Optimization. Recent work has produced
multiobjective formulations of problems in many application areas within SE includ-
ing requirements [Finkelstein et al. 2008; Zhang et al. 2007], testing [Del Grosso et al.
2005; Everson and Fieldsend 2006; Harman et al. 2007], quality assurance [Khosh-
goftaar et al. 2004b], refactoring [Harman and Tratt 2007] and project management
[Alba and Chicano 2007d].

11.10. Co-Evolution
In co-evolutionary computation, two or more populations of solutions evolve simultane-
ously with the fitness of each depending upon the current population of the other. The
idea, as so far applied in SBSE work, is to capture a predator-prey model of evolution,
in which both evolving populations are stimulated to evolve to better solutions.

Mantere [2003] also proposed a co-evolutionary approach to automatically generate
test images for the image processing software. Adamopoulos et al. [2004] suggested
the application of co-evolution in mutation testing, arguing that this could be used
to evolve sets of mutants and sets of test cases, where the test cases act as predators
and the mutants as their prey. Arcuri et al. [Arcuri 2008; Arcuri and Yao 2007] used co-
evolution to evolve programs and their test data from specifications using co-evolution.

Arcuri and Yao [Arcuri 2008; Arcuri and Yao 2008] also developed a co-evolutionary
model of bug fixing, in which one population essentially seeks out patches that are able
to pass test cases, while test cases can be produced from an oracle in an attempt to find
the shortcomings of a current population of proposed patches. In this way the patch is
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the prey, while the test cases, once again, act as predators. The approach assumes the
existence of a specification to act the oracle.

Co-evolution can also be conducted in a co-operative manner, an approach not ex-
plored in SBSE until very recently [Ren et al. 2011]. It is likely to be productive in
finding ways in which aspects of a system can be co-evolved to work better togeth-
er and, like the previously studied competitive co-evolutionary paradigm, offers great
potential for further application in SBSE.

Many aspects of SE problems lend themselves to a co-evolutionary model of op-
timization because software systems are complex and rich in potential population-
s that could be productively co-evolved (using both competitive and co-operative co-
evolution). As with traditional SBSE, it is in the area of testing where the analogy
is perhaps clearest and most easily applied, which may be why this area has already
been considered in the literature.

Though all of these may not occur in the same systems, they are all the subject
of change, and should a suitable fitness function be found, can therefore be evolved.
Where two such populations are evolved in isolation, but participate in the same over-
all software system, it would seem a logical ‘next step’, to seek to evolve these popula-
tions together; the fitness of one is likely to have an impact on the fitness of another, so
evolution in isolation may not be capable of locating the best solutions. Like the move
from single to multiple objectives, the migration from evolution to co-evolution offers
the chance to bring together theory and real world reality.

12. FUTURE BENEFITS TO BE EXPECTED FROM OPTIMIZATION IN SE
This section briefly reviews some of the benefits that can be expected to accrue from
further development of the field of search based SE. These benefits are pervading,
though often implicit, themes in SBSE research. To borrow the nomenclature of as-
pect oriented software development, these are the ‘cross cutting concerns’ of the SBSE
world; advantages that can be derived from almost all applications at various points
in their use.

12.1. Generality and Applicability
One of the striking features of the SBSE research programme that emerges from this
survey is the wide variety of different SE problems to which SBSE has been applied.
Clearly, testing remains a predominant application, with 54% of all SBSE papers tar-
geting various aspects of testing. However, as the survey reveals, there are few areas
of SE activity to which SBO remains unapplied.

This generality and applicability arises from the very nature of SE. The two primary
tasks that have to be undertaken before a search based approach can be applied to a SE
problem are the definition of a representation of the problem and the fitness function
that captures the objective or objectives to be optimized. Once these two tasks are
accomplished, it is possible to begin to get results from the application of many SBO
techniques.

In other engineering disciplines, it may not be easy to represent a problem; the phys-
ical properties of the engineering artifact may mean that simulation is the only eco-
nomical option. This puts the optimization algorithm at one stage removed from the
engineering problem at hand. Furthermore, for other engineering disciplines, it may
not be obvious how to measure the properties of the engineering artifact to be opti-
mized. Even where the measurements required may be obvious, it may not be easy to
collect the readings; once again the physical properties of the engineering materials
may be a barrier to the application of optimization techniques.

However, software has no physical manifestation. Therefore, there are fewer prob-
lems with the representation of a software artifact, since almost all software artifacts
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are, by their very nature, based on intangible ‘materials’ such as information, process-
es and logic. This intangibility has made many problems for SE. However, by contrast,
within the realm of SBSE, it is a significant advantage. There are few SE problems for
which there will be no representation, and the readily available representations are
often ready to use ‘out of the box’ for SBSE.

Furthermore, measurement is highly prevalent in Software Engineering, with a w-
hole field of research in software metrics that has spawned many conferences and jour-
nals. Therefore, it is also unlikely that the would-be search based software engineer
will find him or herself bereft of any putative fitness function.

For these reasons, it is probable that there will be a rapid growth in the breadth of
SBSE research. The growth trend revealed by Figure 1(a) is very likely to continue
and authors will continue to find ways to bring new SE subareas within the remit of
SBSE.

12.2. Scalability
One of the biggest problems facing software engineers is that of scalability of results.
Many approaches that are elegant in the laboratory, turn out to be inapplicable in the
field, because they lack scalability. Fortunately, one of the attractions of the search
based model of optimization is that it is naturally parallelizable. HC can be performed
in parallel, with each climb starting at a different point [Mahdavi et al. 2003b]. GAs,
being population based, are also naturally parallel; the fitness of each individual can
be computed in parallel, with minimal overheads [Asadi et al. 2010; Mitchell et al.
2001]. Search algorithms in general and SBSE in particular, therefore offer a ‘killer
application’ for the emergent paradigm of ubiquitous user-level parallel computing.

This trend toward greater parallelism, the need for scalable SE and the natural
parallelism of many SBSE techniques all point to a likely significant development of
parallel SBSE to address the issue of SE scalability. Recent work by Yoo et al. [2011b]
has also suggested possibilities in the use of General Purpose Graphics Processing
Units (GPGPU) for cheap and effective scalability of SBSE problems.

12.3. Robustness
In some SE applications, solution robustness may be as important as solution func-
tionality. For example, it may be better to locate an area of the search space that is
rich in fit solutions, rather than identifying an even fitter solution that is surrounded
by a set of far less fit solutions.

In this way, the search seeks stable and fruitful areas of the landscape, such that
near neighbors of the proposed solution are also highly fit according to the fitness
function. This would have advantages where the solution needs to be not merely ‘good
enough’ but also ‘strong enough’ to withstand small changes in problem character [Bey-
er and Sendhoff 2007].

Hitherto, research on SBSE has tended to focus on the production of the fittest pos-
sible results. However, many application areas require solutions in a search space that
may be subject to change. This makes robustness a natural property to which the re-
search community could and should turn its attention.

12.4. Feedback and Insight
False intuition is often the cause of major error in software engineering, leading to
misunderstood specifications, poor communication of requirements and implicit as-
sumptions in designs. SBSE can address this problem. Unlike human-based search,
automated search techniques carry with them no bias. They automatically scour the
search space for the solutions that best fit the (stated) human assumptions in the fit-
ness function.
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This is one of the central strengths of the search based approach. It has been widely
observed that search techniques are good at producing unexpected answers. For exam-
ple, EAs have led to patented designs for digital filters [Schnier et al. 2004] and the
discovery of patented antenna designs [Linden 2002]. Automated search techniques
will effectively work in tandem with the human, in an iterative process of refinement,
leading to better fitness functions and thereby, better encapsulation of human assump-
tions and intuition.

13. SUMMARY
This paper has provided a detailed survey and review of the area of SE activity that has
come to be known as SBSE. As the survey shows, the past five years have witnessed
a particularly dramatic increase in SBSE activity, with many new applications being
addressed.

The paper has identified trends in SBSE research, providing data to highlight the
growth in papers and the predominance of software testing research. It also indicates
that other areas of activities are starting to receive significant attention: requirements,
project management, design, maintenance and reverse engineering, predominating.
The paper also provides a detailed categorization of papers, tabulating the techniques
used, the problems studied and the results presented in the literature to date. This de-
tailed analysis has allowed us to identify some missing areas of activity, some potential
techniques that have yet to be applied and emerging areas.

The future of SBSE is a bright one. There are many areas to which the techniques
associated with SBSE surely apply, but have yet to be fully considered. In existing ar-
eas of application the results are already very encouraging. Developments emanating
from the optimization community will present exciting possibilities, while new chal-
lenges from the application domains will present interesting new challenges. If we are
to regard software engineering to be truly an engineering discipline, then surely we
should accept SBSE as a natural consequence; Is not optimization the cornerstone of
all engineering?
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A. APPENDIX

Table 4: Papers addressing activities related to Network Protocols
Authors
[Ref] Year Activity Objective / Fitness Representa-

tion method
Search
technique

Test
problem Venue

Alba and
Troya
[1996]

[1996]
Checking the cor-
rectness of commu-
nication protocols

Detect deadlock and
useless states or tran-
sitions

String GA Synthetic
& Real

Conference:
PPSN ’96

El-Fakih
et al.
[1999]

[1999]
Deriving protocol-
s for distributed
applications

Minimize communi-
cation cost (minimize
number of messages to
be exchanged)

Vector 0-1 ILP,
GA Synthetic Conference:

PDCS ’99

Clark
and Jacob
[2000]

[2000] Protocol synthesis Optimize correctness,
cost and efficiency String GA Synthetic Symposium:

S&P ’00

Clark
and Jacob
[2001]

[2001] Synthesis of secure
protocols

Optimize trade-off be-
tween security, efficien-
cy and cost

Integer ar-
ray (SA), bit
string (GA)

SA, GA Synthetic

Journal:
Informa-
tion and
Software
Technology

Ferreira
et al.
[2008]

[2008] Detecting protocol
errors

Detect deadlock viola-
tions Graph PSO Synthetic Conference:

HPCS ’08
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Table 5: Papers addressing activities related to Requirements/Specifications
Authors
[Ref] Year Activity Objective / Fitness Representa-

tion method
Search
technique

Test
problem Venue

Bagnall
et al.
[2001]

[2001]
Requirements selec-
tion and optimiza-
tion

Maximize customers’
satisfaction Bit string GS, HC, SA Synthetic

Journal:
Informa-
tion and
Software
Technology

Feather
and Men-
zies [2002]

[2002]
Requirements selec-
tion and optimiza-
tion

Maximize benefit, min-
imize cost unknown SA Real Conference:

RE ’02

Feather
et al.
[2004]

[2004] System design opti-
mization

Maximize benefit, min-
imize cost Bit string SA Real

Symposium:
INCOSE
’04

Greer
and Ruhe
[2004]

[2004]
Requirements selec-
tion and optimiza-
tion

Minimize total penal-
ty and maximize total
benefit (weighted sum
of the two)

Bit string GA Real

Journal:
Informa-
tion and
Software
Technology

Baker
et al.
[2006]

[2006]
Requirements selec-
tion and optimiza-
tion

Maximize value Bit string SA, GS Real Conference:
ICSM ’06

Feather
et al.
[2006]

[2006]
Visualization tech-
niques to present
Requirements status

- - SA Real Workshop:
REV ’06

Harman
et al.
[2006]

[2006] Feature subset selec-
tion Maximize total value Bit string GS Real Conference:

GECCO ’06

Zhang
et al.
[2007]

[2007]
Requirement sat-
isfaction for the
NRP

Maximize value, mini-
mize cost Bit string GA Synthetic Conference:

GECCO ’07

Finkelstein
et al.
[2008]

[2008]
Fairness analysis
in requirements
assignments

Maximize each stake-
holder’s possible satis-
faction

Bit string MOOA
(NSGA-II)

Synthetic
& Real

Conference:
RE ’08

Jalali
et al.
[2008]

[2008] Requirements deci-
sions optimization

Maximize the number
of attainable require-
ments, minimize cost

Bit string GS Real
Workshop:
PROMISE
’08

Cortellessa
et al.
[2008]

[2008] Automated selection
of COTS components

Minimize the cost
while assuring the
satisfaction of the
requirements

Vector IP (LINGO
based) Synthetic Journal:

J.UCS

Zhang
et al.
[2008]

[2008]

Overview of ex-
isting work and
challenges on search
based requirements
optimization

- Bit string MOOA
(NSGA-II)

Synthetic
& Real

Conference:
REFSQ ’08
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Table 6: Papers addressing activities related to Design Tools and Techniques
Authors
[Ref] Year Activity Objective / Fitness Representa-

tion method
Search
technique

Test
problem Venue

Feldt
[1998a] [1998] Software fault toler-

ance
Develop multiple soft-
ware variants Tree GP Real Technical

Report

Feldt
[1998b] [1998] Software fault toler-

ance
Develop multiple di-
verse software versions Tree GP Real

Conference:
EUROMI-
CRO ’98

Feldt
[1998c]
N

[1998] Software fault toler-
ance

Maximize the software
program diversity Tree GP Real

Journal:
IEE Soft-
ware

Monnier
et al. [1998] [1998]

Development of
scheduling mod-
ule for a real-time
system

Finding a feasible so-
lution within the time
constraints

String GA Benchmark
problems

Conference:
EUROMI-
CRO ’98

Feldt [1999] [1999]

Knowledge ac-
quirement in early
software develop-
ment phases

Prioritize require-
ments and explore
design trade-off

Tree GP Real Workshop:
SCASE ’99

Lutz [2001] [2001]
Hierarchical archi-
tecture decomposi-
tion

Minimize complexity Tree GA Synthetic

Journal of
Systems
Architec-
ture

Feldt [2002] [2002]
Interactive software
development work-
bench

New feature and
knowledge acquire-
ment

Tree

EA
(Biomimet-
ic Algo-
rithms)

Real Technical
Report

Antoniol
and Di Pen-
ta [2003]

[2003] Library miniatur-
ization

Minimize inter-library
dependencies; min-
imize the number
of objects linked by
applications

Bit-matrix GAs
Real
(Open
Source)

Conference:
ICSM ’03

O’Keeffe
and Ó Cin-
néide [2003]
N

[2003] Automated OO de-
sign improvement

Minimize rejected,
duplicated and unused
methods and feature-
less classes, maximize
abstract classes

unknown SA unknown Conference:
PPPJ ’03

Stephenson
et al. [2003] [2003]

Automatic program-
ming, compiler opti-
mization

Minimize code execu-
tion time (the fastest
code is the fittest)

Tree GP Real Conference:
PLDI ’03

Canfora
et al. [2004] [2004] QoS-aware service

composition

Maximize QoS at-
tributes (availability,
reliability); minimize
cost and response time

Integer array GA Synthetic Conference:
ICSOC ’04

Khoshgoftaar
et al.
[2004b]

[2004]

Design and im-
plementation
(improvement of
software reliability
/ quality assurance)

Maximize MOM perfor-
mance at four cutof-
f percentiles; Minimize
tree size (bloat control
fitness function)

Tree GP, MOOA Real
Symposium:
METRICS
’04

Continued on next page
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TABLE 6. Papers on Design Tools and Techniques – continued from previous page
Authors
[Ref] Year Activity Objective / Fitness Representa-

tion method
Search
technique

Test
problem Venue

Khoshgoftaar
et al.
[2004a]

[2004]

Design and im-
plementation
(improvement of
software reliability
/ quality assurance)

Maximize MOM perfor-
mance at four cutof-
f percentiles; Minimize
tree size (bloat control
fitness function)

Tree GP, MOOA Real Journal:
IEEE TEC

O’Keeffe
and Ó Cin-
néide [2004]

[2004] Automated OO de-
sign improvement

Minimize rejected,
duplicated and unused
methods and feature-
less classes, maximize
abstract classes

unknown SA Synthetic
Conference:
WoDiSEE
’04

Canfora
et al.
[2005a]

[2005] QoS of composite
services

Maximize QoS at-
tributes (availability,
reliability); minimize
cost and response time

Integer array GA, IP Synthetic
Conference:
GECCO
’05

Canfora
et al.
[2005b]

[2005]
QoS-aware replan-
ning of composite
services

Maximize QoS at-
tributes (availability,
reliability); minimize
cost and response time

Integer array GA Real Conference:
ICWS ’05

Cao et al.
[2005] [2005] Web service selec-

tion

Minimize the overal-
l cost of each execution
path

Integer vec-
tor GA Synthetic Conference:

CIS ’05

Cao et al.
[2005] [2005] Web service selec-

tion
Minimize the overal-
l cost

Integer vec-
tor GA Synthetic Workshop:

WINE ’05
Lucas and
Reynolds
[2005]

[2005] Learning determin-
istic finite automata

Maximize correctness
of classification

Binary
String HC Synthetic

& Real

Journal:
IEEE
TPAMI

Amoui et al.
[2006] [2006] OO software archi-

tecture design

Optimize metrics and
find the best sequence
of transformations

unknown GA unknown Journal:
ITIC

Aversano
et al. [2006] [2006] Design of service

composition

Maximize recall for
outputs; maximize
precision

Tree GP Real Journal:
CSSE

Sheu and
Chuang
[2006]

[2006]

Development of
scheduling mod-
ule for a real-time
system

Find a feasible solution
within the time con-
straints

String GA
Synthetic
(via sim-
ulation)

Journal:
IEEE
Transac-
tions on
Computers

Simons and
Parmee
[2006]

[2006] Design comprehen-
sion

Maximize cohesion,
minimize coupling Object-based GA, EP,

NSGA-II Real
Computation:
GECCO
’06

Yang et al.
[2006] [2006] Software integra-

tion Minimize software risk Binary string GA Real

Journal:
Informa-
tion and
Software
Technolo-
gy

Zhang et al.
[2006] [2006] Web services selec-

tion Improve QoS Matrix GA Synthetic
Workshop:
DEECS
’06

Jaeger and
Mühl [2007] [2007] Web services selec-

tion Improve the QoS Vector GA Synthetic
Workshop:
SOASOC
’07

Continued on next page
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TABLE 6. Papers on Design Tools and Techniques – continued from previous page
Authors
[Ref] Year Activity Objective / Fitness Representa-

tion method
Search
technique

Test
problem Venue

Poulding
et al. [2007] [2007] Symposium:

HASE ’07

Simons and
Parmee
[2007]

[2007] OO conceptual soft-
ware design

Maximize Cohesive-
ness of Methods (COM)
metric and number of
class

Binary string GA MOOA
(NSGA-II) Real

Journal:
Engi-
neering
Optimiza-
tion

Su et al.
[2007] [2007] Web services selec-

tion Improve QoS Matrix GA Synthetic Conference:
DAIS ’07

Zhang et al.
[2007] [2007] Web services selec-

tion Improve QoS Matrix GA Synthetic

Journal:
Computer
Communi-
cations

Arcuri et al.
[2008] [2008]

Non functional
property optimiza-
tion

Minimize non function-
al property and error Tree GP, MOOA

(SPEA2) Synthetic Conference:
SEAL ’08

Barlas and
El-Fakih
[2008]

[2008] Distributed system
design

Optimize the delivery
to multiple clients by
multiple servers

String GA
Synthetic
(Simula-
tion)

Journal:
MTA

Bhatia et al.
[2008] [2008] Reusable software

component retrieval
Generate rules for clas-
sifying components Graph ACO - Conference:

ISEC ’08

Bowman
et al. [2008] [2008]

Class responsibility
assignment (OO de-
sign)

Maximize cohesion,
minimize coupling

Integer
string

MOGA,
RS, GA,
HC

Synthetic Technical
Report

Chardigny
et al. [2008] [2008] Architecture extrac-

tion for OO systems

Improve the quali-
ty and the semantic
correctness of the
architecture

unknown unknown - Conference:
ECSA ’08

Chardigny
et al. [2008] [2008] Architecture extrac-

tion for OO systems

Improve the quali-
ty and the semantic
correctness of the
architecture

unknown SA Real Conference:
CSMR ’08

Desnos
et al. [2008] [2008] Automatic compo-

nent substitution
Optimize software
reuse and evolution Tree BA, BBA Synthetic Journal:

JSME

Goldsby
and Cheng
[2008b]

[2008] Software behavioral
model generation

Identify multiple be-
havioral models and
satisfy functional
properties

-
Digital
evolution
(Avida-
based)

Real
Conference:
GECCO
’08

Goldsby
and Cheng
[2008a]

[2008] Software behavioral
model generation

Identify multiple be-
havioral models and
satisfy functional
properties

-
Digital
evolution
(Avida-
based)

Synthetic
Conference:
MoDELS
’08

Goldsby
et al. [2008] [2008]

Software behavioral
model generation
and satisfy func-
tional properties

Identify multiple be-
havioral models and
satisfy functional
properties

-
Digital
evolution
(Avida-
based)

Real Conference:
ICAC ’08

Ma and
Zhang
[2008]

[2008] Web service selec-
tion Improve QoS Matrix GA Synthetic

Journal:
Computer
Networks

Räihä
[2008a] [2008] Automated archi-

tecture design

Improve efficiency,
modifiability and com-
plexity

A collection
of supergenes GA Synthetic Master

Thesis

Continued on next page
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TABLE 6. Papers on Design Tools and Techniques – continued from previous page
Authors
[Ref] Year Activity Objective / Fitness Representa-

tion method
Search
technique

Test
problem Venue

Räihä
[2008b] [2008] Automated archi-

tecture design

Improve efficiency,
modifiability and com-
plexity

A collection
of supergenes GA Synthetic Lic. Thesis

Räihä et al.
[2008] [2008] Automated archi-

tecture design

Improve efficiency,
modifiability and com-
plexity

A collection
of supergenes GA Synthetic Conference:

SEAL ’08

Räihä et al.
[2008] [2008]

Automating CIM-
to-PIM model
transformations

Improve efficiency,
modifiability and com-
plexity

A collection
of supergenes unknown unknown Journal:

NJC

Sharma
and Jalote
[2008]

[2008] Deploying software
components Maximize performance unknown Heuristics Synthetic Symposium:

CBSE ’08

Simons and
Parmee
[2008a]

[2008] Software design
supporting

Minimize design cou-
pling, Maximize cohe-
sion of classes

String MOOA
(NSGA-II) Synthetic

Conference:
GECCO
’08

Simons and
Parmee
[2008b]

[2008] Conceptual soft-
ware design

Maximize cohesion of
classes; minimize cou-
pling between classes

Object-based MOOA
(NSGA-II) Real Congress:

CEC ’08

Vijayalakshmi
et al. [2008] [2008]

Component selec-
tion in software
development

unknown unknown GA unknown Journal:
IJISCM
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Table 7: Papers addressing activities related to Coding Tools and Techniques
Authors
[Ref] Year Activity Objective / Fitness Representa-

tion method
Search
technique

Test
problem Venue

Hart and
Shepperd
[2002]

[2002]
Automatic evolu-
tion of controller
programs

Maximize the quality of
the output vector gen-
erated

String GA Real Conference:
GECCO ’02

Jiang
et al.
[2007]

[2007] Dependence analy-
sis

Maximize code cover-
age and minimize the
degree of overlap be-
tween the slices

String HC, GA,
GS Real

Journal:
Informa-
tion and
Software
Technology

Di Pen-
ta et al.
[2008]

[2008] Grammar inference

Automatic evolu-
tion from grammar
fragments to target
grammar

String GA Real
Journal:
Soft Com-
puting

Hoste and
Eeckhout
[2008]

[2008] Compiler optimiza-
tion

Find a Pareto optimal
trade-off among metric-
s (total execution time,
compilation time, code
size, energy comsump-
tion)

unknown
MOGA
(improved
SPEA)

BenchmarksSymposium:
CGO ’08

Jiang
et al.
[2008]

[2008]
Automatic sup-
port for procedure
splitability analysis

Minimize the overlap of
slices representing pro-
cedure components

Binary Ma-
trix GS

Real
(open
source)

Conference:
WCRE ’08
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Table 8: Papers addressing Software/Program Verification
Authors
[Ref] Year Activity Objective / Fitness Representa-

tion method
Search
technique

Test
problem Venue

Minohara
and
Tohma
[1995]

[1995]
Model checking
software reliability
growth models

Minimize the errors Bit string GA Real Symposium:
ISSRE ’95

Godefroid
[1997] [1997]

Model checking for s-
tate space of concur-
rent systems

Detect deadlocks and
assertion violations unknown

State-less
search
algorithm
(VeriSoft-
based)

Real Symposium:
POPL ’97

Alba and
Chicano
[2007b]

[2007] Model checking for
safety properties

Find optimal errors
trails in faulty concur-
rent system

Graph ACO Real
Conference:
EURO-
CAST ’07

Alba and
Chicano
[2007c]

[2007] Model checking for
safety errors

Detect errors within
low amount of memory
and CPU time

Graph ACO Real Conference:
GECCO ’07

Alba and
Chicano
[2007a]

[2007]
Model checking
(Refutation of safety
properties)

Find deadlock states Graph ACO Real Conference:
GECCO ’07

Johnson
[2007] [2007] Model checking

Maximize the number
of program statements
that are satisfied

List ES Synthetic Conference:
EuroGP ’07

Kiper
et al.
[2007]

[2007] V&V process for crit-
ical systems

Maximize the chances
of mission success unknown SA, GA - Conference:

GECCO ’07

Afzal and
Torkar
[2008b]

[2008] Software reliability
growth modeling

Measure the suitability
of GP evolved SRGM Tree GP - Symposium:

CSA ’08

Afzal and
Torkar
[2008a]

[2008] Software reliability
growth modeling

Measure the adaptabil-
ity and predictive ac-
curacy of GP evolved
model

Tree GP Real Conference:
ICSEA ’08

Afzal et al.
[2008b] [2008] Software reliability

growth modeling

Measure the adaptabil-
ity and predictive ac-
curacy of GP evolved
model

Tree GP Real Conference:
INMIC ’08

Alba et al.
[2008] [2008]

Model checking for
finding deadlock in
concurrent program

Detecting the shortest
paths that lead to dead-
locks

Graph GA Real Conference:
GECCO ’08

Chicano
and Alba
[2008b]

[2008] Model checking for
liveness property

Discover liveness er-
rors; Minimize the re-
quired resources

Graph ACO Real Congress:
WCCI ’08

Chicano
and Alba
[2008a]

[2008] Model checking for
safety property

Discover safety proper-
ty violations Graph ACO Real

Journal: In-
formation
Processing
Letters

Chicano
and Alba
[2008c]

[2008] Model checking for
Liveness property

Improve the effica-
cy and efficiency of
searching for liveness
property violations

Graph ACO Real Conference:
GECCO ’08

Continued on next page

ACM Computing Surveys, Vol. V, No. N, Article A, Publication date: January YYYY.



A:37

TABLE 8. Papers on Software/Program Verification – continued from previous page
Authors
[Ref] Year Activity Objective / Fitness Representa-

tion method
Search
technique

Test
problem Venue

He et al.
[2008] [2008] Verification and gen-

eration of programs unknown
String of
verified com-
ponents

GP Synthetic Congress:
CEC ’08

Hsu et al.
[2008] [2008] Software Reliability

Growth Modeling
Maximize LSE and M-
LE

Floating-
point GA Real Symposium:

ISSRE ’08

Katz and
Peled
[2008b]

[2008] Model checking

Automatic generation
of concurrent programs
to detect the property
violations

Tree GP Synthetic Conference:
TACAS ’08

Katz and
Peled
[2008a]

[2008] Model checking

Automatic generation
of concurrent programs
to detect the property
violations

Tree GP Synthetic Symposium:
ATVA ’08

Shyang
et al.
[2008]

[2008] Model checking Detect the locating of
deadlocks Bit string GA Real Congress:

CEC ’08

Wang
et al.
[2008]

[2008] Testing resource al-
location

Maximize software re-
liability, minimize cost unknown

MOOA
(NSGA-II,
MODE)

Synthetic Congress:
CEC ’08
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Table 9: Papers addressing Distribution, Maintenance and Enhancement activities
Authors
[Ref] Year Activity Objective / Fitness Representa-

tion method
Search
technique

Test
problem Venue

Mancoridis
et al.
[1998]

[1998] Software structure
clustering

Maximize inter-
connectivity (high
cohesion); minimize
intra-connectivity (low
coupling)

Array of mod-
ule identifiers HC, GA Synthetic Workshop:

IWPC ’98

Nisbet
[1998] [1998]

Compiler optimiza-
tion via determining
program transfor-
mation sequence

Minimize execution
time String GA Synthetic Conference:

HPCN ’98

Williams
[1998] N [1998] Automatic paral-

lelization unknown unknown EAs unknown PhD Thesis

Cooper
et al.
[1999]

[1999] Compiler optimiza-
tion

Find customized com-
piler optimization se-
quences; minimize the
size of the object code

String GA

Benchmark
program-
s in
FOR-
TRAN
and C

Workshop:
LCTES ’99

Doval
et al.
[1999]

[1999] Software module
clustering

Maximize inter-
connectivity (high
cohesion); minimize
intra-connectivity (low
coupling)

Array of mod-
ule identifiers GA Real Conference:

STEP ’99

Mancoridis
et al.
[1999]

[1999]
Automatic clus-
tering of system
structure

Maximize inter-
connectivity (high
cohesion); minimize
intra-connectivity (low
coupling)

Array of mod-
ule identifiers GA Synthetic Conference:

ICSM ’99

Ryan
[2000] N [2000] Automatic reengi-

neering of software unknown unknown GP Real Book

Harman
et al.
[2002]

[2002] Software module
clustering

Optimize granularity,
cohesion and coupling
metrics

Array of mod-
ule identifiers GA Synthetic Conference:

GECCO ’02

Mitchell
[2002] [2002] Software structure

clustering

Maximize inter-
connectivity (high
cohesion); minimize
intra-connectivity (low
coupling)

Array of mod-
ule identifiers

HC, GA,
Exhaus-
tive search

Real PhD Thesis

Mitchell
and Man-
coridis
[2002]

[2002]
Software module
clustering via im-
proved HC

Optimize MQ metric Array of mod-
ule identifiers HC Real Conference:

GECCO ’02

Mitchell
et al.
[2002]

[2002] Reverse engineering
from source code

Extract design struc-
ture

Array of mod-
ule identifiers

HC, GA,
Exhaus-
tive search

Real
(open
source)

Conference:
SEKE ’02

Sahraoui
et al.
[2002] N

[2002] Object identification
in legacy code

Minimize coupling and
maximize cohesion

Array of sets
of data repre-
senting candi-
date objects

GA Real
Conference:
COMPSAC
’02

Continued on next page
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TABLE 9. Papers on Distribution, Maintenance and Enhancement activities – continued from previous page
Authors
[Ref] Year Activity Objective / Fitness Representa-

tion method
Search
technique

Test
problem Venue

Van Belle
and Ack-
ley [2002]

[2002] Code factoring

Performance on a ran-
domly changing sym-
bolic regression prob-
lem

Tree GP Synthetic Conference:
GECCO ’02

Antoniol
et al.
[2003]

[2003] Libraries refactoring

Minimize the Depen-
dency Factor (DF),
Linking Factor (LF)
and Standard Devia-
tion Factor (SF)

Bit-matrix GA Real Conference:
CSMR ’03

Fatiregun
et al.
[2003]

[2003] Program transfor-
mation

Find the optimum se-
quence of transforma-
tion rules

Sequence
of trans-
formation
identifiers

HC - Conference:
GECCO ’03

Mahdavi
et al.
[2003a]

[2003] Software module
clustering

Maximize the number
of internal edges; min-
imize the number of ex-
ternal edges

Array of mod-
ule identifiers

HC, GA,
SA Real Conference:

GECCO ’03

Mahdavi
et al.
[2003b]

[2003] Software module
clustering

Maximize the number
of internal edges; min-
imize the number of ex-
ternal edges

Array of mod-
ule identifiers HC Real Conference:

ICSM ’03

Mitchell
and Man-
coridis
[2003]

[2003] Software clustering

Maximize inter-
connectivity (high
cohesion); minimize
intra-connectivity (low
coupling)

Array of mod-
ule identifiers

HC, GA,
Exhaus-
tive search

Real Conference:
GECCO ’03

Reformat
et al.
[2003]

[2003] Automatic genera-
tion of clones

Measure feasibility of
using GP for clone gen-
eration

Parse tree GP
Real
(open
source)

Conference:
ICTAI ’03

Stephenson
et al.
[2003]

[2003] Conference:
EuroGP ’03

Cowan
et al.
[2004] N

[2004] Evolutionary pro-
gramming unknown unknown GP unknown Book

Fatiregun
et al.
[2004]

[2004] Program transfor-
mation Minimize program size

Sequence
of trans-
formation
identifiers

GA, HC,
RS Synthetic Workshop:

SCAM ’04

Mitchell
et al.
[2004]

[2004]
Software module
clustering using
Bunch tool

Maximize inter-
connectivity (high
cohesion); minimize
intra-connectivity (Low
coupling)

Array of mod-
ule identifiers HC, SA Synthetic Conference:

GECCO ’04

Di Penta
[2005] [2005] Software system

renovation

Trade-off among De-
pendency Factor (DF),
Partitioning Ratio
(PR), Standard Devia-
tion Factor (SDF)

Bit-matrix GA Real Conference:
CSMR ’05

Continued on next page
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TABLE 9. Papers on Distribution, Maintenance and Enhancement activities – continued from previous page
Authors
[Ref] Year Activity Objective / Fitness Representa-

tion method
Search
technique

Test
problem Venue

Di Pen-
ta et al.
[2005]

[2005] Software system
renovation

Trade-off among De-
pendency Factor (DF),
Partitioning Ratio
(PR), Standard Devia-
tion Factor (SDF) and
Feedback Factor (FF)

Bit-matrix GA, HC Real

Journal
of Sys-
tems and
Software

Di Pen-
ta and
Taneja
[2005]

[2005] Automatic grammar
evolution

Optimize the percent-
age of positive exam-
ples and negative ex-
amples

Array of sym-
bols GA Real Conference:

CSMR ’05

Fatiregun
et al.
[2005]

[2005] Amorphous slicing
Minimize size of the
amorphous slice com-
puted

Sequence
of trans-
formation
identifiers

GA, HC
Real (6
program-
s)

Conference:
WCRE ’05

Harman
et al.
[2005]

[2005] Software module
clustering

Optimize MQ and EVM
(comparison of two fit-
ness)

Array of mod-
ule identifiers GA Synthetic

& Real
Conference:
GECCO ’05

Mahdavi
[2005] [2005] Comprehension via

module clustering

Maximize modulariza-
tion quality (maximize
cohesion and minimize
coupling)

Array of mod-
ule identifiers GA, HC Real PhD Thesis

Seng et al.
[2005] [2005] System re-

structuring

Optimize weighted
sum of: coupling, cohe-
sion, complexity, cycles,
bottlenecks

String GA Real Conference:
GECCO ’05

Sutton
et al.
[2005]

[2005] Clone detection

Minimizing number of
individuals and Max-
imizing similarity of
clones in each individu-
al

Variable-
sized vectors EA

Real
(small
case)

Conference:
GECCO ’05

Bate and
Emberson
[2006]

[2006]

Allocation and
scheduling tasks in
real-time embedded
systems

Improve the flexibility String SA Synthetic Symposium:
RTAS ’06

Bouktif
et al.
[2006]

[2006] Mutation and cover-
age testing Clone refactoring String (bina-

ry)
GA, ACO,
TS Real Conference:

GECCO ’06

Cohen
et al.
[2006]

[2006] Thread clustering Maximize modulariza-
tion quality

Array of mod-
ule identifiers HC Benchmark

example
Conference:
GECCO ’06

Del Rosso
[2006] [2006] Dynamic memory

configuration

Improve memory effi-
ciency (find the opti-
mal configuration for
the segregated free list-
s)

String GA Simulator Workshop:
WISER ’06

Gold et al.
[2006] [2006] Overlapping concept

assignment
Maximize quality of
concept binding

String (a set
of segment
pairs)

GA, HC Real Conference:
ICSM ’06

Harman
[2006] [2006]

SBSE for mainte-
nance and reengi-
neering

- - - - Conference:
CSMR ’06

Continued on next page
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TABLE 9. Papers on Distribution, Maintenance and Enhancement activities – continued from previous page
Authors
[Ref] Year Activity Objective / Fitness Representa-

tion method
Search
technique

Test
problem Venue

Mitchell
and Man-
coridis
[2006]

[2006] Software module
clustering

Maximize modulariza-
tion quality (maximize
cohesion and minimize
coupling)

Array of mod-
ule identifiers HC, SA Real Journal:

IEEE TSE

O’Keeffe
and Ó
Cinnéide
[2006]

[2006] Refactoring of OO
programmes

Maximize design quali-
ty metric (three metrics
were examined)

unknown HC, SA Real Conference:
CSMR ’06

Seng et al.
[2006] [2006] Refactoring

Optimize weighted
sum of: coupling, co-
hesion, complexity,
stability

String EA Real Conference:
GECCO ’06

Bodhuin
et al.
[2007]

[2007] Model refactoring Maximize cohesion and
minimize coupling Bit string GA Synthetic Workshop:

WRT ’07

Bodhuin
et al.
[2007]

[2007]

Re-packaging down-
loadable application-
s (Software cluster-
ing)

Minimize the packag-
ing size and the av-
erage of downloading
times

Integer array GA Real
Conference:
CASCON
’07

Dubach
et al.
[2007]

[2007]

Conference:
Computing
Frontiers
’07

Emberson
and Bate
[2007]

[2007]
Task allocation and
scheduling in mode
transitions

Minimize changes in
allocation unknown SA Synthetic Symposium:

RTAS ’07

Harman
and Tratt
[2007]

[2007] Refactoring

Maximize coupling be-
tween objects (CBO)
and Minimize STDV of
the number of methods
in classes

Sequence
of method
moves

HC Real Conference:
GECCO ’07

Huynh
and Cai
[2007]

[2007] Software modularity
analysis (Clustering)

Check the consisten-
cy between design and
source code

unknown GA Synthetic Workshop:
ACoM ’07

O’Keeffe
and Ó
Cinnéide
[2007]

[2007] Software refactoring QMOOD hierarchical
design quality model Binary string HC, SA,

GA

Real
(Open
source)

Conference:
GECCO ’07

Reformat
et al.
[2007]

[2007] Software cloning
Produce a system from
its external interac-
tions

Tree GP Synthetic
Journal:
Soft Com-
puting

Kessentini
et al.
[2008]

[2008] Model transforma-
tion

Maximize complete-
ness and consistency of
source model transfor-
mation

M-
dimensional
vector

PSO Synthetic
Conference:
MODELS
’08

Kuperberg
et al.
[2008]

[2008] Performance predic-
tion

Create platform-
independent para-
metric performance
models

Tree GP Synthetic Symposium:
CBSE ’08

Mitchell
and Man-
coridis
[2008]

[2008] Software clustering Improve modulariza-
tion quality

Sequence
of trans-
formation
identifiers

SA -
Journal:
Soft Com-
puting

O’Keeffe
and Ó
Cinnéide
[2008a]

[2008] Software refactoring QMOOD hierarchical
design quality model Binary string SA, GA,

HC

Real
(Open
source)

Journal:
JSME

O’Keeffe
and Ó
Cinnéide
[2008b]

[2008] Software refactoring QMOOD hierarchical
design quality model Binary string HC, SA

Real
(Open
source)

Journal
of Sys-
tems and
Software

White
et al.
[2008]

[2008] Non functional prop-
erties satisfaction

Trade-offs between
power consumption
and functionality

Binary GP, MOOA
(SPEA2) Synthetic Conference:

GECCO ’08
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Table 10: Papers addressing activities related to Metrics
Authors
[Ref] Year Activity Objective / Fitness Representa-

tion method
Search
technique

Test
problem Venue

Harman
and Clark
[2004]

[2004]
Overview of search
based approaches
and metrics to SBSE

Guidelines to define
good fitness functions

- HC, SA,
GA

-
Symposium:
METRICS
’04

Vivanco
and Pizzi
[2004]

[2004] Software metrics
classification

Improve the prediction
of software object qual-
ity

Bit string GA Real Conference:
GECCO ’04

Lange
and Man-
coridis
[2007]

[2007]

Metrics classifi-
cation (Identify
software develop-
er based on style
metrics)

Maximize the correct
classification String GA

Real
(Open
source)

Conference:
GECCO ’07

Vivanco
and Jin
[2007]

[2007] OO source code met-
rics selection LDA classifier Bit-mask GA Real

Conference:
OOPSLA
’07

Vivanco
and Jin
[2008]

[2008] Software metrics se-
lection

Improve the prediction
of software object qual-
ity

Bit string GA Real Symposium:
ESEM ’08
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Table 11: Papers addressing Management activities
Authors
[Ref] Year Activity Objective / Fitness Representa-

tion method
Search
technique

Test
problem Venue

Chao et al.
[1993] N [1993] Software project

management unknown unknown GA unknown Conference:
IAST ’93

Chang
[1994] [1994] Software project

management
- - GA -

Journal:
IEEE Soft-
ware

Chang
et al.
[1994]

[1994] Software project
management

Determine the resource
allocation unknown GA -

Conference:
COMPSAC
’94

Chang
et al.
[1998]

[1998]
Project schedul-
ing and resource
allocation

Minimize total cost and
finishing time String GA Synthetic

Conference:
COMPSAC
’98

Dolado
and Fer-
nandez
[1998]

[1998]
Software develop-
ment effort estima-
tion

Optimize effort estima-
tion Tree GP, NN Synthetic

& Real

Conference:
INSPIRE
’98

Evett
et al.
[1999]

[1999] Software quality
modeling

Predict software quali-
ty Tree GP Real Conference:

FLAIRS ’99

Dolado
[2000] [2000] Software size esti-

mation
Optimize software size
estimation Tree GP, NN

Real?
(from lit-
erature)

Journal:
IEEE TSE

Shukla
[2000] [2000] Development effort

estimation
Maximize precision of
effort estimation String

NN and
GA (GA to
train NN)

Real

Journal:
Informa-
tion and
Software
Technology

Aguilar-
Ruiz et al.
[2001]

[2001] Project Management
Maximize classification
percentage and cover-
age of the rules

String EA Real

Journal:
Informa-
tion and
Software
Technology

Burgess
and Lefley
[2001]

[2001] Software effort esti-
mation

Maximize accuracy of
estimation Tree GP

Real
(from an
existing
database)

Journal:
Informa-
tion and
Software
Technology

Chang
et al.
[2001]

[2001]
Project schedul-
ing and resource
allocation

Minimize duration and
cost of project, Maxi-
mize quality of product

graph GA Synthetic

Journal:
Annals of
Software
Engineer-
ing

Dolado
[2001] [2001] Cost estimation Optimize cost estima-

tion Tree GP Real

Journal:
Informa-
tion and
Software
Technology

Continued on next page
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TABLE 11. Papers on Management activities – continued from previous page
Authors
[Ref] Year Activity Objective / Fitness Representa-

tion method
Search
technique

Test
problem Venue

Jarillo
et al.
[2001]

[2001]
Software develop-
ment effort estima-
tion

Predict the number of
defects, estimate the
reliability in terms of
time and failure

unknown GA, GP Real Conference:
OOIS ’01

Liu and
Khosh-
goftaar
[2001]

[2001] Software quality
classification model

Minimize the cost of
misclassification Tree GP Real Symposium:

HASE ’01

Aguilar-
Ruiz et al.
[2002]

[2002]

Software develop-
ment effort, time
and quality estima-
tion

Maximize accuracy of
estimation Float string EA

Real?
(from lit-
erature)

Conference:
GECCO ’02

Bouktif
et al.
[2002]

[2002] Software quality
prediction Improve correctness Binary tree GA Real Conference:

ICSM ’02

Kirsopp
et al.
[2002]

[2002] Project effort estima-
tion

Optimize effort esti-
mate precision String

HC, For-
ward
sequential
selection

Synthetic Conference:
GECCO ’02

Shan et al.
[2002] [2002]

Software develop-
ment effort estima-
tion

Determine metric set-
s and improve the pre-
diction of development
effort

Tree GP Real

Conference:
ICCC-
SWSE
’02

Bouktif
et al.
[2004]

[2004] Software quality
prediction Improve correctness Binary tree GA Real

Journal
of Object
Technology

Khoshgoftaar
et al.
[2003]

[2003] Software quality
classification

Minimize the cost mis-
classification; minimize
the size of decision tree

Tree GP Real Conference:
ICTAI ’03

Lefley and
Shepperd
[2003]

[2003]
Software develop-
ment effort estima-
tion

Maximize accuracy of
estimation Tree GP Real Conference:

GECCO ’03

Liu and
Khosh-
goftaar
[2003]

[2003] Software quality
classification

Minimize the cost of
misclassification; mini-
mize the size of deci-
sion tree

Tree GP Real Conference:
GECCO ’03

Antoniol
et al.
[2004a]

[2004] Project planning Minimize project dura-
tion String

GA, Queu-
ing theory,
Simulation

Real
Symposium:
METRICS
’04

Antoniol
et al.
[2004b]

[2004] Project planning Minimize project dura-
tion

String (two
types)

HC, SA,
GA Real Conference:

GECCO ’04

Liu and
Khosh-
goftaar
[2004]

[2004] Software quality
classification

Minimize the cost of
misclassification; mini-
mize the size of deci-
sion tree

Tree GP Real Symposium:
HASE ’04

Alba and
Chicano
[2005]

[2005]
Project managemen-
t of the whole SE ac-
tivities

Minimize project dura-
tion and cost (conflict-
ing objectives)

Bit string GA Synthetic Conference:
MIC ’05

Antoniol
et al.
[2005]

[2005] Project planning Minimize project dura-
tion String

GA, HC,
SA, Ran-
dom search

Real Conference:
ICSM ’05

Continued on next page
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TABLE 11. Papers on Management activities – continued from previous page
Authors
[Ref] Year Activity Objective / Fitness Representa-

tion method
Search
technique

Test
problem Venue

Lokan
[2005] [2005] Software effort esti-

mation
MSE, LAD, MRE, MER
and Z,

Symbolic ex-
pression GP Real

Symposium:
METRICS
’05

Alvarez-
Valdés
et al.
[2006]

[2006] Project scheduling Minimize finish time String SSA Synthetic Journal of
Heuristics

Bouktif
et al.
[2006]

[2006] Quality planning Maximize the predic-
tive accuracy

String or ma-
trix? SA Real Conference:

GECCO ’06

Sheta
[2006] [2006] Development effort

estimation
Maximize precision of
effort prediction unknown GA Real

Journal of
Computer
Science

Alba and
Chicano
[2007d]

[2007]
Project managemen-
t of the whole SE ac-
tivities

Minimize project dura-
tion and cost (conflict-
ing objectives)

String GA Synthetic
Journal: In-
formation
Sciences

Khoshgoftaar
and Liu
[2007]

[2007] Software quality
classification model

Minimize the modified
expected cost of mis-
classification, optimize
the number of predict-
ed fault-prone modules
and minimize the size
of the decision tree
model

Tree GP Real

Journal:
IEEE
Transac-
tions on
Reliability

Barreto
et al.
[2008]

[2008] Staffing software
project

Maximize the value
creation for project

- BB Synthetic

Journal:
Computers
& Op-
erations
Research

Chang
et al.
[2008]

[2008] Software project
scheduling

Minimize the input
(overload, project costs,
and time)

unknown GA Synthetic

Journal:
Informa-
tion and
Software
Technology

Cortellessa
et al.
[2008]

[2008]
Decision support for
software architec-
ture

Minimize cost under
delivery time and qual-
ity constraints

unknown IP (LINGO
based) Synthetic

Journal:
Computers
& Op-
erations
Research

Hericko
et al.
[2008]

[2008] Team size optimiza-
tion

Define team size with
minimal project effort

- gradient
method Real

Journal: In-
formation
Processing
Letters

Huang
et al.
[2008]

[2008] Software effort esti-
mation

Minimize the mean
magnitude relative
error (MMRE)

String GA Real

European
Journal
of Oper-
ational
Research

Kapur
et al.
[2008]

[2008] Staffing for product
release

Provide best quality to
customers under time
constraint

Binary GA Synthetic Journal:
JSME

Khoshgoftaar
et al.
[2008]

[2008]
Software quality
classification model-
ing

Minimize the cost mis-
classification; minimize
the size of decision tree

Integer or
real values
string

GA Real Conference:
SEKE ’08

Wen and
Lin [2008] [2008] Multistage human

resource allocation

Minimize the project
duration; minimize the
project cost

Improved
fixed-length
encoding

GA Synthetic Journal:
DOAJ
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Table 12: Papers addressing Distributed Artificial Intelligence
Authors
[Ref] Year Activity Objective / Fitness Representa-

tion method
Search
technique

Test
problem Venue

Sinclair
and Sha-
mi [1997]

[1997]

Design and Imple-
mentation (evolution
of simple software a-
gents)

Maximize the number
of accumulated units String, Tree GA, GP Synthetic

Conference:
GALESIA
’97

Hodjat
et al.
[2004]

[2004]
Adaptive agent Ori-
ented Software Ar-
chitecture (AAOSA)

Improve the success
rate and quality of the
policies

unknown GA Synthetic Conference:
GECCO ’04

Haas et al.
[2005] [2005]

Parameter tuning
for multi-agent
systems

Improve the quality
of composition for
software configuration

Integer
string GA Synthetic Conference:

GECCO ’05
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Table 13: Papers addressing Security and Protection
Authors
[Ref] Year Activity Objective / Fitness Representa-

tion method
Search
technique

Test
problem Venue

Dozier
et al.
[2004]

[2004]
Hole discovery in
intrusion detection
systems (IDS)

Minimize failed detec-
tions String EA, PSO

Real
(Simulat-
ed)

Conference:
GECCO ’04

Dozier
et al.
[2007]

[2007]
Hole discovery in
intrusion detection
systems (IDS)

Minimize failed detec-
tions String EA, PSO

Real
(Simulat-
ed)

Journal:
Applied
Soft Com-
puting
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Table 14: Papers addressing General aspects of SBSE
Authors [Ref] Year Content Venue

Clark et al. [2000] N [2000] Describing several applications of metaheuristic search tech-
niques in SE Technical Report

Harman and Jones
[2001a] 2001 Introduction of SBSE Journal: Information and

Software Technology
Harman and Jones
[2001b] 2001 SEMINAL: Software Engineering using Metaheuristic INovative

Algorithms
Journal: Information and
Software Technology

Harman and Jones
[2001c] 2001 Outlining the papers presented at the SEMINAL Workshop and

the discussions Journal: ACM SEN

Pedrycz [2002] [2002] Application of Computational Intelligence in different stages of
SE Conference: SEKE ’02

Clark [2003] [2003] Cryptography using nature-inspired search techniques Congress: CEC ’03

Clark et al. [2003] [2003] Reformulating SE as a search problem Journal: IEE Proceedings
- Software

Harman and Wegener
[2004] [2004] On application of search techniques in SE Conference: ICSE ’04

McMinn [2004] [2004] Survey of search based test data generation Journal: STVR
Rela [2004] [2004] A review of EC in all SE activities Master Thesis
Mantere and Alander
[2005] [2005] A review of Evolutionary SE Journal: Applied Soft

Computing

Jiang [2006] [2006] A review of applying GA to SE problems Conference: COMPSAC
’06

Harman [2007b] 2007 Introducing 8 specific application areas Conference: ICSE/FOSE
’07

Harman [2007a] 2007 A introduction of SBSE for program comprehension Conference: ICPC ’07

Jiang et al. [2007] [2007] A measure to predict the hardness of GAs to the optimization
problem in SE Congress: CEC ’07

Afzal et al. [2008a] 2008 A Review of the articles based on non functional search based
software testing in 1996-2007 Conference: SEKE ’08

Alander [2008] [2008] A bibliography and collection of GA papers applying to testing
problems Technical Report
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PULIDO, J. A. 2008. Finding Deadlocks in Large Con-
current Java Programs using Genetic Algorithms. In
Proceedings of the 10th Annual Conference on Genetic
and Evolutionary Computation (GECCO ’08). ACM,
Atlanta, USA, 1735–1742.

ALBA, E. AND TROYA, J. M. 1996. Genetic Algorithms
for Protocol Validation. In Proceedings of the 4th In-
ternational Conference on Parallel Problem Solving
from Nature (PPSN ’96). Springer, Berlin, Germany,
870–879.

ALBOURAE, T., RUHE, G., AND MOUSSAVI, M. 2006.
Lightweight Replanning of Software Product Releas-
es. In Proceedings of the 1st International Work-

ACM Computing Surveys, Vol. V, No. N, Article A, Publication date: January YYYY.



A:50

shop on Software Product Management (IWSPM ’06).
IEEE, Minneapolis, USA, 27–34.

ALI, S., BRIAND, L. C., HEMMATI, H., AND PANESAR-
WALAWEGE, R. K. 2010. A Systematic Review of the
Application and Empirical Investigation of Search-
Based Test-Case Generation. IEEE Transactions on
Software Engineering. To appear.
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