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Introduction

. \ ' .

\

The papers in this volume are largely revisions! of\nlpcrs presented at

+ the Texas conferdnce. Although: ‘theeconference was. of thu announced topics |
of performatives, conversational mellLdtUIC and prcsupposltlon, as might
have been expécted the subjects dealt with were more diverse, including as
wzll the question of universal scmnng\h representation, politeness in lan-
guage, and indexicals. 1In spite of the apparent diversity of questions
raised and discussed, one ygeneralization emerged from the bulk of the papers
and discussion: that the study of pragmatics is C\\CHtlll to any complete
and adequate theory of natural language.

In the opening paper, “Against Universal Semant ic Reprcsuntatxon "
Gilbert Harman pr. oses a theory of languaye which, while it is yntended to
account for most 1 ‘the language phenomena which most semantjically-oriented
contemporary linguists and philosopehrs have argued must he Lccountcd for in
a theory of language {such as melluatlon. meaning relationy among predicates,
presupposxtlonq implicature, speech act phcnomcna, and byngdx), dlffcrs
significantly in several respects from current theories.

; First, Harman's thcory of language includess what he calls a theory of
concepgual role. Harman vlaims that the meaning of a linguistic expression
depends in part on its role in a conceptual scheme; that, for example, the
expression chemical substance does not mean the same thing to a modern chemist
that it does to a’medieval alchemist, in -part bcﬁ/xqe the-chemist and the
alchemist have different concepts of chemistry. Harman proposes that a theory
of language should include a theory .of conceptual role to account for such
facts, including the connections between language and other language, language
and observation, language and bechavior, and other similar phenomena. The :
connections between language and other language arc jto be described by im- .

- plicatioris amorg expressinns in the language which, in Harman's system, are
characterized by the interaction of grammar-assigned logical form,. the logic,
and the axioms of the language. -Under the heading of the connections between
language and obscrvation, a theory of conccptual role should account for
facts like a speaker's ability to apply the word red to perceived red objects,
which, Harman claims, is part of the meaning of the word red, since a speaker
who cannot approprxatelj apply expressions in his Yanguage to the world may
‘well be said not to Know ‘what they mean. The connections between language:
and behavior lnclude such things as the relationship bctween the meaning of

*We wish to thank Lauri Karttunen, Stan Peters, and Suc. Schmerling for
discussing various versions of parts of thc introduction w1th us. The
errors are, as usual on us. . ) . . \
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words like harmful and dungerous amd the disposition to avoid \ILUIKHHP
which one would apply them to. .

Second, in Harman's vicew § thuory of language should not associate sen-
tences with universal semantic reoresentations; instedd, something like the
linguist's deep structure, contaiiing language-specific predicates and mod-
ifiers, should serve as’the interpreted logical tform of sentences, e
argues that some of "the thoughty that language encodes are themselves in
language and have no existence apart trom the language in guestion” and
that they therctore ought to be reprosented in a tanguage-particular way
His claim is that the relatlonship between thought and language is not that
language is some sort of voding system foy the communication of prelinguistic

“thought, but that it is an additional system of 1cplcxcnt1tlon for thought--
that one ‘thinks in language.? ;. {

Third, he makes an oven stro ger ¢lydm about the nature of meaning in
language: that a theory of langtage could npe relate sentences to universal
semantic representations. The argument gops 1oubhlv s follows., ‘The meaning.
of an expression does not stand by- 1tsolf but,dcpcndx in part on its role
"in the conceptual system of which it is”'part, ér. i'ts conceptual role. Given
that different speakers have dlttcrang, somet imes tneommensurable, conceptual
schemata. which the meaning ot :an ¢xpression may gcpcnd on, meanings within
one schema may be incommensurabple with meanings in another.  This Qc1ng the
case, Harman argues, exprexxxon\/undorbtood in terms of different conceptual
schcmata cannot he ‘translated )ngo any supposedly universal representation
without some loss of mcdnlng,/q;n'é in: order to preserve the meaning of the
expression, the universal quhcma would ;have to contain incommensurable sets
of conceptual roles. 1h1>, however, ¢innot be done without making the system
inconsistent. It is not ¢lear, howéver, as John Searie pointed>out in the
discussion of Harman's paper at the conferentc “that there could not be a
universal metalanguage powerful cnough. to degeribe or represent 1ncommcnxurable
conceptual schemata; the inconsistency lies in simultancously aﬂceptlng or
believing incommensuriable theories.

Finally, Harman argues hgainst txuth conditional semantics as ap account
of linguistic meaning. The point of hxq argument is-that the reason we know
the conditions under which a- dculdetx\e sentence 1S, true is net becausce

“that knowledge is or’is part of the meaning of the \ontcnuc "but that our
Knowledge of a sentence's meaning enables us to determine its truth cond
ditions by means of the redundancy theory of truth, : o

The next two papers, James McCawley's "Remarks on the Lexicography of
Performative Verbs,' and John Seurle's "A Classification of Illocutionary
Acts,' are concerned with the typology of illocutionary aéts and performative
verbs. Obviously, the'kind of system of classification and relationship one
comes up with depends in part on the assumptions one makes ahout the nature
of language and on the purpose of the classificatory system.

McCawley adopts a generative semantics framework and is prlmdrxlv in-
terested in a characterization of performativity. What is it that dctermines
which verbs in a language can.be used performatively? McCawley,. since he is
a generative scmanticist, believes that one should be able to determine from
the meaning of a verb.whether or not it can be used performatively. He
starts out by reviewing and refining \uxtin s (1962, 147-163) original five-
way clasqlflcatlon of performative verbs (Verdlctlves, Exercitives, Commiss-
ives, Bchabitives, and Expositives), accepting Vendler's arguments for
separating out Operatives ("acts by which the speaker makes something the
case by saying that it is to be the case,'" such as app01nt1ng and excommunica-
ting) from Austin's Etercxtxves, and.dividing the remaining Exercitives into
Imperatives and Advisories. McCawley takes it as evidence in favor of his
revised classification that-membership in eack category corresponds to a
consistent, pattern of what would, for a generative semanticist, be called

™ i - ) B
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syntactic beluvior, namely, possibility of performative wse in the passive,
with would like to, would, will, and let me,

Maving arrivea at this tentative seven-wiy classiticiation of performstive
verbs, he then goes on to attempt to rnuuhﬁy characterize cach ot the classes.
in terms of general semantic propertics, trom which one conld predict, piven
the meaning of a performative verb, which class i1t should be  helong to,
McCawley then abstracts trom the set of scmuntjc characterizations ot the
individual classes to arrive at o tentative characterization of performativity
in general.  He concludes that performativity appears to be attributable to
two diftferent fictors, the possession of cither of which is sufticient tor
a verb to be used pertformatively,  The characteristic common to Verdictives,
Operatives, Imperatives, \Wvisories, and tomaissives appears to be that they
"all refer to a linguistic act and something that comes about as part of that
act,™ 0n the other hand, Behabitives and bxpositives. tor the most part
apnear to refer to acts of saving that S (the saying being the source of
their performativity) with the meaning of the verb incorporating in addition
such things as motive and a number of other disparate tacts which MeCawloey

Adisclaims nnderstanding.  In closing, McCawley notes the parallel hotween:

the two sources of pertformativizy which he has uncovered and \U\TlP'
original pcrtnlmltl\c-ton\tltl\o distinction,

CSearle, whose theoretical orientation is in the tradition of meaning
as use, approaches the problem of o taxonomy of speech acts inoa different
wiy, An important Jdifference between Scarle's classitication and others is
that instead of attempting to classity illocutionary verbs, he sctd up a
classification .scheme in terms of illocutionary acts. His objective is to
attempt to determine how many kinds ot illocutionary aets there are. The
approach to illocutionary classitication which he recommends is an inductive
onc. By looking at the ways in which particular illocutionary acts ditter
from one another, he suggests, one can determine what the criteria for the
classification of illgcutionary acts should be, -

The most significant and revealing criterion which he employs is what
he calls illocutionary point. Essentially, the point of an illocutionary
act appears to be something like what the performance of that illocutionary
is conventionally intended to accomplish.  Exactly how illocutionary point
is related to intended perlocutivnary effects is not entirely clear, but it
is clear that they differ, since, for example, the illocutionary point of a
promisc -is for the speaker to undertake an obligation to do something, which

. is clearly not the intcndvd pérlocutionary etfect ot 4 promise, Swearing,

stating, and guessing all have the same illocutionary point, namely, to
commit the speaker (in varying degrees) to the truth of the expressed pro-
position, but they Jdifter in illocutionary force. Orders and suggestions, .

~similarly, share o common illocutionary point, attempting to get the nearer

to do.something, but differ in the nuture of the obligation they impose.
A sceond major criterion for Searle is what he calls the direction of

fit Between the propusitional content of an illocution and the world to which

the propositional content.applics. For example, the illocutionary point of
desc iptive illOLntinnll\.JLtQ stich #4s assertions, declarations, and ex-
planfitions, is to attempt to, represent some state of affairs, hélce their
direction of fit is words to world. They are attempts to mnkc the words fit
the world. [Illocutionary acts ot commitment, on the other hand, such us
appointments, requests, and profises have as their illocutionary point some-

-thing like an attempt to. influence the world by uttdring words.. Their

direction of fit is, then, world to words,

Searle's third major criterion for dl\tlngulthnk types of |llogut10n]rv
acts is that of expressed psychological state. Here, Searie refers to the
fact that reports, statements, and explanations are normally taken as ©x-
pressions which reflect a speaker's beliefs, that promises. and threats are

8
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normally taken as oxpressi?n% which reflect a speaker's intentions, and
that a large number of illocutionary acts, among other things, involve the
expression of speaker nttitude< or psychological states, Such illocutionary.
acts may be performed 1n<incerely, of course, but they remain, nonctheless,
expressions of the relevant psychological states.
After briefly -discussing his other criteria for distinguishing types
of illocutionary acts, Searle then succinctly reviews and criticizes Austin's
classification of illocutipnary verbs, pointing out, like McCawley, in-
consistencies and overlapsjln Austin's schema and, most importantly, drawing
attention to the essentially ad hoc nature of Austin's classification system.
Searle then goes on tol describe his owh taxonomy of illocutignary acts,
based primarily on his three major criteria. For the acts he considers, the

.taxonomy he.proposes- appears to be rather satisfyingly systematic. Since

Searle is Yot a generative semanticist, he does not base his.classification
schema on the syntactic properties of sentences conventionally used to per-
form the illocutionary acéﬂ which he is attempting to classify, but, having
arrived at a‘classification of illocutionary acts, he then proceeds to ex-
amine the deep structures‘of such sentencas. For his first four classes,
Representatives, Directives, Commissives, and Expressives, he makes ex-
plicit proposals for theit underlying forms, and for Declarations, he notes

. that several different underlying forms are possible, depending upon the

topic of the declaratlon.J
Searle concludes by pointing out that the relationship between ‘illocu~

tionary verbs and 1llocution1ry acts is not nearly as direct as it has been

assumed to be, noting cases where the same illocutionary verb is used to

perform illocutionary acts with different illocutionary points,.and that in

. general the relationship bétween illocutionary point and illocutionary verbs

is not one to one, as eome illocutionary verbs don't mark illocutionary
point at all (e.g. announce, confide, reply), some. incorporate more than

one illocutionary point (boaqt, threaten, accuse) and others mark more,

than one 1110Lut10ndr) point (protest) or have alternative points (warn,
advise). Searle's primary conclusion, -however, is that there are just five
types of illocutionary acts which he posits: Representatives (making claims
about the state of the worid), Directives (attempts to get people to do’
things), Commissives (committing the speaker to do things), Expressives

" (expressing the psychologignl state of the spcaker), and Declarations (the

sort of paradigm 1llpgutlonary aLt whose GuLLCseful pcrformnnce results in a
change in the world). i

Interestingly -enough, .in spite of the dxfferenues in their theoretical
orientations and objectives, the taxonomies which McCawley and Searle end
up with are strikingly similar, as the table of approximate correspondence
below (exaggeratedly) indicates.

Austim Mecawley - TRearle
‘Verdictives - Verdictives " Representative Declarations
Exercitives (Operatives : ‘Devtarations
Imperatives} Directives
Advisories
. Commissives , ,Commisites Commissives
, ‘ ‘ N
Behabitives _Behabitives Expressives
Expositives _Expositives Representatives (also includes.

— . many of Austin's Verdictives)



Intyoduction xi

This fact is not too surpristhy, given that both McCawley and Scearle start
from Austin's classification ot the same diata and that theirv assunptions

aml expectations, taken together, about how a langniape works are not as
radically different as their theoretical assumptions alone would lead one

to believe, In addition, “the fuct that Melawley's upprn1wh is to character-
ize performativity whereas Secarle's is to differentjate II{ULHllUHdl\ acts
does not appear to affect their resultant taxonomies Hly“l'V&lH!lV<

The major advantage of Scarle's classitication systom o both Austin's
and McCawley's appears to be the attention Scarle has dcvotnl to the ques-
tion of developing general criteria of classitveation,  [lLven though the
taxonomy he develops does not difter radically from the others, one fecls
that Scarle's criteria of classitication oft'er the bepinning ot an eaplanation
of why the taxonomy turns out as it Jdoes. Bug even Scarle's syutum'uppcdrs
to suftfer from onu problem which it shaves with the others.  Searle's criteria
are simply and loosely empirical.  Roughly. if we look at a number of cascs,
we -discover that these criterid for the didtferentiation of individual illo-
cutionary acts recur. But there is no apparent reason tor them to recur,
Perhaps the sati:faction Scarle's classitication engenders is simply based
on optimixm. Some ot his criteria appear frequently, so we assume thut they
may lead us to explanation. '

John Ross's puper, "Wherp to Do Things, with Words,” and Jerrold: Sadoch's
"Aspects of Linguistic Pragmrtics” both concern themselves with the QULHtlUH
of how to treut casen in which what a sentence might be said to mean is not
what a speaker of tlat sentence might be sitid to have meant by uttering the
sentence (¢f, also G Lakof{'s puaper in this volume). For instance, sen-
tence. (1) may be taken as an ordinary information-sceking question if what
the speaker of {1y is interested in is the addresseé's progress as a piano
student.

(1) Can you pluy‘”Stnrdust?”

But if the speaker -of (1) is at a party addressing a pianist who \is sitting
at a piano, by utter’ng (1) the speaker may well be requesting that the
pianist play "Stardusit."” In this latter case, the speaker is said to con-.
versationally implicate a request by uttering (1).

Ross basically accepts the Gordon and Lakoff (1971) transderivational
appr01gh to conversational implicature, a topic first cxtcn\xvcly explored
in Grice (1967). On this approach, the sentence-meaning of a sentence such
as (1), (the guestion interpretation; Gordon and rakoff's l.turdl meaning).,

. . is represented by a logical form, Lg, from which (1) is derivable by ordi-

—mary syntactic rules. The speaker-meaning of a sentence such as (1), (the
request interpretation; tordon and Lakeft's conveyed meaning), is represented
by andther logical form | ... (1) may convey Lsp rather than Lg, according
“toGordon and Lakotf, provid;l thit g is cither (a) the statement ot a
speaker-based sincerity condition on the use of Lsp or th) the yes-no ques-
tioning of a hearer-tared sincerity condition.on the use of Lgp.  Since it
is claimed that there is a hearer-based sincerity condition on requests to
the effect that the speaker must believe that the heuarer can comply with the
request, Lg will be the logical form of the yves-no guestioning of a hearer-
based sincerity condition on the use of Lsp, so (1) may convey l\p

As stated, the Gordon and Lakoff transderivational constraint depends
on the relatlonqnlp between the logical form of the sentence-mecaning (L )
and the speaker-meaning (L)« Accordingly, it should not matter what thc
derivation from Lg to surface structure is. What Ross first points out is
that, given that sentenceq such as (2) and {3) are synanymous (he claims
they are), they should have the same (or equivalent) logical forms, so Gordon
and Lakoff's proposal predicts that both (2) and (3) should be usable to

10 |
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convey requests,

(&) Can you close the door?
(3) Are vou able to c¢iose the door?

fut, assuming that the use of proverbal please is oa litmas for rvqhvsts. he
concluded that while (2} can be nsed to convey a regquest, (3) cannot, as (4)
and (8) illustrate.

(4) Can you please c¢lose the door?
(5) *Are vou able to please close the door?

He concludes, thercefore, that the sort ot transderivational constraints
which-Gordon and Lakoft proposed must involve not just ‘the relationship
between logical forms such as Lsp and Ls, but betsween Lgp and part or all
of the derivation relating Lg and its surface torvn,

Ross next considers the syntactic rule ot SEifting, which relates sen-
"tenve pairs such as (6) and (7). .

(6) I presume that you are br. Livingstone.
: S
(7) You are Dr. Livingstone, | presume.

‘In particular he looks at the conditions governing the slitting of embedded
questions, and claims that the syntactic rule of Slifting interacts with
. conversational inplicature in an interesting way. On the basis of & number
“of examples like (8)-111), he puts forth the hypothesis in (12). :

(8) I want you to tell me when dinner will be.

() When will dinner be, | want you to tell wme.

(10) I want Fat Albert to-tell me when dinner will be.

{11) *When will dinner be, I want Fat Albert to tell me,

(12). Embedded questions can only he slifted if tbo sentences
in which they appear have the basic or derived illocutionary
force of a request on, the part of the speaker for the hearer
to provide the relevant information about the wh-ed parts of
the qlestion that is to be slifted. [his (30)]

.What is of interest herc in Ross's claim that Slifting, which appears to be
an ‘erdinary syntactic rule, is governed in part by conversational implicature),
_since the applicability of Slifting depends on the basic or derived illo-
cutionary force of the sentence in which the question is embedded. Since
conversational implicature is thought to be a pragmatic or semantic and
pragmatic phenomenon, Ross is claiming that there arc pragmatic conditions
on syntactic rules.
He then goes on te consider even more complex cases, in which sentences
like (8)-(11) arc embedded as complements of verbs of ‘sayinyg, as in (13)
and’ (14).

(13) Archie, told Edithi that he, wuﬂtﬁﬂ hcri to tell him.l when dinner
would be. ) ) . o :

(14) When would dinner he, ‘Archie; cold Edith. that hey wanted her:l
_to tell himj. )

He claims that the conditions on the slifting of embedded questions in these
cases pariallels those claimed for sentences like *(8)-(11). In particular,
Slifting still depends on the basic or derived illocutionuary force of the-
sentence embedded under the verb of saying and deminating the embedded ques-

11
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tlon.  Ross then goos on to arue that the paralled resteictiong on St bog
between superticially unembedded cases Like (8)-00E1, and the sentenees
embedded mnder verbs of saving, Like (L3 amd (14, sappest e performat ive
analysis, e also argues that the hinds o transderiy itionad coustraints
postulated by Gordon and Lakott to account £or comversationgl impLicature
must be allowed to apply to cmbedded questions sach as (13 abose, bt that
while they miy affect the tllocutionary torce of the cobedded wentence, they
do not appuar to attect the niloeationary forye of the mam sentence, Thas
Slifting can apply to the cabedaed quvsl{bn of 13y, provided that the sub-
steucture (15) of (3 -has the derived iNlocutionary foree of 0 requeat .

(15)  That hci wintoed hvr' to tvll_'him-I whun dinner would b,

The result of applving Shitting, mamely (v, prerains o declarative sentence,
fdust oas (1% was, _ : ' !

In‘conclusion, he reiterates his claim that syntactic and pragmatic ryles
must be interspersed ingrammar, rather than heing handied by separvate
syntactic and pragmatic components, arauing that the only wavito avoid this
conclusion is to redetine the relationship boetween svatax and pravmatics in
an unaceeptably pecuiiar wav,  So tar, the alternative of 20 rddetining the
relptionship between syntax and pragmatics has not been eaptyrell extensivenry,
but on the basis of his preliminary observiations, Row, profes to e nn
obvious advuntages to it, .

In "Aspects of linguistic Fragmatics,” Jorrold Sadock assum essentnlly
the same framework “that Ross and tordon and Lakoft do:  iu particular, *he
pertermat ive amialyeis, -in which cvery sentence i@ dominated, in its ander-
“lying to oy by o pertormative clausce which specitics the illocutionary torce
of that sentence, regardless of wiether the supertficial torm of the sentence
is performative or not. Ho assumes, along with other venerative semantj-
cists, that the underlving syatactic forn of a sentence is its logical foru,
The major yuestion he is interested in is how one det-rmines what the logical
form of 4 sentence is, especially what its wuderlying tllovutionary torce is,
[f there is a sentence, such as (1), whivh can be used cither as an ordinary
information-seeking question or as o request, how does one decide whether
the illocutionary force of the logical torm of the request use should be that

“of g question or that of a reguest” : ' -

One might assign the request use the Jdopical form ot a quest ion and®
derive the request logical form transderivationally A la Gordon and Lakofy,
Oor one can assign the request wse the logical form of a request amd, pre-
sumably, derive the surtface form (1) from it. This, is a general problem
‘which arises in apparent cases of sonversational implicature, and one which
appears o require o principled ansser, since, as Sadock uotes, consistently
following the Gordon and Lakoff approach would allow one to umdermine the
performitive analysis itself hlong with most of the other syptactic arguments
for abstract, scemantically relevant underlyving structure. In general, all of

@ these cases could be handled transderivationally without the pertormative or
abstract analysis by transderivationally associating the non-abstract derivi- -
tion in question with the abstract Togical form being argued for. rather than
claiming that the abstract logical torm'is the anderlying logical form of the

- structure in question.? Sadock argues that the logical form of sentences
such as (1) must be determined on the basis of classical syntactic arguments,
such as co-ocurrence restrictions and the applic.bility of trunsformational
rules, rather than following cither the non-abstract alternative or the
abstract alternative routinely. Specifically, the yuestion of what'illocu-
“tionary force is to be assigned to the logical form of sentencdes such as (1)
must be decided on the basis of syntactic arguments.

The particular phenomenon Sadock chooses to illusteate his point with

12
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is the various 'illocutionary torces which are commonly associated with
imperative surface strings in English, i.e. "subjectluess, tenscless sen-
tences whose logical subject reters to the addressee.. . e claims that,
on the bas;slbf syntactic evidence, such sentences may have at least the
following illocutionary forces--requests, warnings, contingent promises,
instructions, orders, and suggestions--and he identifics and discusses four-
teen syntactic reflexes which lead to this subcatdégorization. For instance,

"he claims that of the six imperative subtypes,-the rule which dcletes their
second-person subjects is optional only for warnings. Not all of his syn-

- tactic reflexes pick out a singie subtype, however; e.g. he claims-that both
warnings‘and contingent promises cccur in the conditional form ?[fisl, then
S.," whereas none of the other subclasses occur in this svntactic form. He
distinguishes, however, between warnings and contingent praomises on three
other grounds (interrogative tags, preverbal please, and disjunctive form) .
Thus, in general, he infers the existence of subclasses by isolatiﬁg over-
lapping superclasses when a given syntactic test doesn't "isolate g single

illocutionary subclass. : . ' .

While such a procedure allows Sadock to infer the existence oq six
different illocutionary types, simply assigning them six distinct illocutionary
“irces in logical form would neither account for the fact that thgy all have
the sape basic surface form nor that various combinations of the illocutionary
types share other syntactic perculiarities. [n order to account™ or these
similarities, while at rhe same time accounting for the differences which
he has. pointed -ut, Sadock proposes and shetches very rogghly aﬂlb#ical\de-
composition an. . s for the underlyin: form of the perfg?hsiive clause ot
these sentences, ssigning common aspects of underlying form\?s\gpcountjfor
syntactic and illocutionary similarities, and distinctions in underlying
form to account for their syntactic and illocutionary peculiarities.

_ The methodological objection *o ‘the Gordon and Lakotf upproudh Q;IEH“#M”“ ;

Sadock offers appears to be a significant one, but Sadock's alternative s !

forces him to something like the lexical decomposition analysis.  Given thé .%

preliminary nature of that analysis and the paucity of independent support
offered for it, it is difficult to determine the relative mcritsiof eithetv

Sadock's or Gordon and Lakoff’s approaches to the problem. Thisjis clearty :

an arca where additional research is in order. E |E

In her paper, "What You Can Do with Words,"” Robin Lakoff offers an in-
formal and programmatic characterization of paliteness in language. The "~ = =
basic question she attempts to answer in exploring the notion of politeness .-
in language is why there are alternative ways of expressing appréximately K
the same message. She begins by describing a number of ways in vhich speakpg;z/
of English appear to choose indirect ways of saying things rather than dirgg
ones, such as the use of sarcasm and irony, cuphemism, conver$ ﬁphdlﬁim-? S oA
‘plicature, hedges of various iypes, and circumlocutions. HepPhasic glaim ot
is that in order to understund them, we must examine the situati in which
they are employed and why they are empioyed in those situatjons AT
" "If one assumes that language exists for the purposc of jcommunicationyt i
then how is the fact that speakers resort to the use of such~devices to be
explairicd? Certainly they do not scrve to make clearer the mesSage  being” B
communicated.” In fact, they have just the opposite cftect; they ECQQxfé ob- %
scure it. The answer to the guestion, according to Lakoff, ir that “we can= ¢
not understand the.phenomena of language in terms of simple communigation. 7
Since communication twkes place between people, the sovial factors\involve
in communication must also be taken into account. The most direct of eledr
way of communication is often not the most socially appropriate one, and con-.
siderations of clarity, which follow from the communicative function of lan-~,
guage, must share the stage with considerations of politeness, which follow }}K

from the social function of language. v ) : .

15 4




Q

ERIC

Aruitoxt provided by Eic:

|
i
e | . . ) :
f‘l S o . Introduction xv
‘ . )
/

For Lakoff, then, the two metamakims cf conversation are "Be clear" and
"Be polite.'" In many instances these two maxims .conflict, and in such cases
each must give ground to the other in order to effect a compromise which
:¢ as"'clear as:it can be without being impslzce and as polite as it can be
" witiout being unclear.

4/ - Tne analysis she offers is explicitly CrLcean. She .tukes Grice's
(1967) Rules of Conversation to be rules of clarity, and offers her own
rules as rules of politeness, Thus, paralleling Grice's waxims of Quantity,
Quality, Relevance and Manner, she offers maxims of Formality, Hesitancy,
and Equality.” Her maxims, however, unlike Grice's, tend to be mutually ex-

\ clusive, to apply in different types of social situations.

V' . .The foyrmality maxim, which Lakoff characterizes by the mottoes "Don't
impose" and YRemain aloof," appears to come into play most heavily in
‘situations 1;\;hrch social distance is maintained, cither as a result of some
'conveﬁt1ona1 ¢ial irequality or, in cases of social equality, as a result
of some other sacﬁal,conventxon proh1b1t1ng sncial intimacy, as among re- '
latively d1stantlagqua1ntances or in formal social situations. She mentions,

fAs examples, the uge of title plus last name in personal address, the use of

!pollte second-person pronouns, and the usc of technical vocanulary in pro-

—

| fessional discussions. Failure to observe this maxim in socially appropriate-

situgtions i's cakon as forward, presumptuous, or familiar behzvior, whereas
the use of the im} when it isn't called for, is taken as pompous or
stuffy behavior. = -
The hesitancy.faxim, which Lakoff characterizes by '"Allow the addressee
_his opt1ons "!appears to amount to expressing deference to the addressee.
N ... _The ways in which ‘deference is expressed namely, the expression of un-
T Certatwty-om_ the part of the speaker, is in some cases not the expression of
deference at 211, but genuine uncertainty. In other cases, those which she
would label- true/pol1teness, the, speaker is not uncertain at all, but, wishing
~lnot to impose Ais.view on the addressee, he says what he thinks as though
He were uncerta1n\\\fn still other cases, which Lakoff labels conventional
politeness, the: speaker expresses polite uncertaxnty, not to allow the addresse
his optionsy but "t make it appear that he is allowxng options when, in fact,
boti speaker apd hedrsr know that the speaker is certain and that the hearer
has rip real option but to go along with the speaker. Such-cases appear to be
a result of the interaction of the maxim of hesitancy and the maxim of equality
Lakoff 11 :ludes such _phenomena as the use of questions in place of declaratives
euphemism, hedges /xnd conversational implicature as instances of the use of
the hes1tanc§' xum.h Such phenomena also appear to be involved in the kinds
\pf female uehavlcr described in Lakoff's (1973) paper ''Language and Womdn's
PIacq”’“E}rors» less1on of hesitancy are taken as pushy or abrupt be-
- hav1or,—_h£rees thé 'use of hesitancy in inappropriate situations is taken
uncexfainty or meekness..
A i ‘mnXxm-equa11ty or "Act as though you and the addressee were
§*t ual; make Kim feel\gbod-—Lakoff calls a rule of informality, which
_.~appears “8g; ‘bea moredapt characterization than equality, since @veén in many
=7 vfb;mal s1?hatxons, equality obtains. Intimacy, either genuine or conven-
.~ tional, is characteristic of such situations. Where there  is genuine in-
“‘timaqy,\there is no need to stand on ceremony, and, in situations where social
_ 1nequar1ty normally precludes such intimacy, the speaker of superior sogial
statuswmay introduce equalxty, either genu1ne1y or conventionally, to put
fhe social inferior at’ ease. The use of firsc names or nicknames, .familiar
////gecond-person pronouns, and open discussion of intimate topics such as sex
////and personal finances are all instances of equality phenomena.
- After discussing the application of-the rules of conversation to inter-
rogative and imperative sentences, Lakoff goes on to explore and to. describe
a large number of cases of the 1nferact10n of the rules i politeness and

14

[



v )
xvi’ Proceedlngs @f the Texas .Conference
4
d
those of conversatnon She notes that typical conversations do not adhere
to Grice's maxims in a straightforward way, but that, given that a con-
versational contribution does not cleariy conform to the maxims, the lis- .
tener can gencrally arrive at an interpretation of the contribution consis-
tent with *he maxims by employing Grice's Cooperative Principle. In.ad-
dition, she notes,.ithe listener van usually figure out why the speaker made
his contribution ifi the way he did. The "overriding principle" of conver-
sation, combining the notions of clarity and politeness, is, for Lakoff,

"Be clear, unless there is some reason not to be." If somecone isn't clear,
one starts looking for some explanation of the unclarltv gencra:ly in terms
of pollteness phenomcna - -

Just as Grice's thecry of convcrsatxon can be v1cked as a first attcmpt-
to arrive at a theory of rational human 1ntctactlon, Lakoff's theory of
politeness can be viewed as a first attempt to arrive at a theory of inter-
personal relations. It is, -of course, only a first attempt, and, as such,
is highly tentative, rather anecdotal, and incomplete, One might wonder,
for-example, about the way in which qhe proposes to organize the politeness .
phenomena she discusses, since formality and equality appear to be opposite

"sides of the 'same coin in'a number of respects. It also appears that her
analysis is oversimplified, since while the use of first rames and the dis-
cussion-of sex ‘lives are clearls both instances of. intimate conversational
behavior, they’ differ radically in degree of intimacy. " ‘At the same’time,
one might also wonder whether she has cast her net wide cnough, since there
undoubtedly are linguistically significant aspects of conversational context
besxdes clarity and politeness. There are ulso objections to widening the

“far ad she has, objections which she addresses in the introduction )
to -the papert: Finally} there is the objection which might be raised against
both her wark and Grice's, that it is non-empiric-1, both in that it is not
based on systematic observation and that it is not predictive, hence, is un-
falsifiable, though perhaps of heuristic value. It is, however, a provoca-
tive first step in understanding some major and intorcsting puzzles about
the nature of human’ linguistic interaction.

A fundamental tenet that unites the various apwroachc: to linguistic

" theory that have come to be known as generative semantics is that there is
no empirically justifiable division between semantics and syntax. George
Lakoff, in his paper "Pragmatics and Natural Logic," argues that considerations

., similar to those that lead gemerative semanticists to this position also

*  lead {G “the concjpFion that. pragmat1Cs should he included in this continuum
_oTase ‘well. More :pccxfl allv““Lakof? sketches how three indubitably pragmatxc

N tebricernss-indexical clemerts, pprformﬁtxvcp, and implicatures--can be in-
corporatcd into his version of A generativeé semantics theory without exten-
sive modification. Indeed. ft is.arguéd that the theory would acquire un-
wi.0olesome l}urctlonﬁ precisg lv in the cevent thcﬁe pragmatis elements wcre

:to be accorded separate a special treatment.

~ The :trd;egv for handling performatives and indexicals is to build them
explicitly .into the "18gical formf'(roqgn’} a structure in logical notation.
which represents the {%cral meaning of a sentence). Lewis (1972) has made

© -sifiilar proposals foy¥ performative sentences such as questions and commands, J/

—=——dertving*"'Stop" and/"l.command. you to stop," for example, from the same v

underlying structi fe, but[hc rejected the iden of analyzing declaratives in

a parallel way.. Jakoff argues, however, that declaratives should be taken.

to have an unlerf ving pegformative verb in log1ca1 structure and that lewis's

objections to ‘doinf 30 can~be overcome if one pays sufficient attentitd to

the differences between "true' as a technical, model-theoretic term and

"true' as an ordina¥y-English adjective. :

Indexical t2rms for speaker and hearer are to occur automatlpally as sub-
ject and indirect object, rc\pcct}\Cly of the portormatxvi/zsrb now present
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-in the logical form of every [or nearly cvery (cf[ Appendix 3 of his article)]
sentenice. This obviates the¢ need to specity thege terms as scparate coordi-
nates in the index or poini of reference employed in the model-theoretic
interpretation of the sentencc. Similar terms for.place and time of utterance
.are also to bé included, prcsumdblv as adverbial/ modifiers of the pcrforrat*‘e
verb phrase, but the'details of this are not spegeified.

. Finally, conversational implicatures of the[Griccan sort (Grice 1967)

are foreseen to be urt§matcly formalizable as 'fontext- ucpcndent entail-
ments" which are no ‘A fferent in principle frol garden-variety semantic en-
tailments. This last suggestion is quite prog dmmatic in nature and leaves
perhaps more room .for, doubt than do the other proposals as to the ultimate
success of the undcrtaklnb One serious diffifulty that stang_}n the way
is giving a precise account of terms such as "lcooperation' and ''relevance,’
which figure significantly in Grice's maxims ¢f conversation. Lakoff
suggests that the means for accomplishing thip is by the techniques of -
"Natural Logic'" (G. Lakoff 1972),'a cluster of proposals which, it must be
acknowledged, dre themsclves still highly prggrammatic and of unproved
effectiveness in the face of so difficult an analytic task.

i The papers presented at the conference by Stalnaker, Thomason, and
Karttunen form a kind of "natural class," in that a!ll deal centrally with
the problem of presuppesition. lhomason s paper_in \Iits revised version.

(in this case the revision actually amounts to an entirely new paper) takes
up the subject of presupposition almost incidentally as only one of several
phenomena ‘to be treated in the pragmatic theory he envisions. Yet all three

apers preserve a unity of approach that stlll makes them secm tQ belong

\aturally together. . .

" The authors are agreed that presupposition is fundamcntally a-pragmatic
notion. It is thus not to be explained purely in terms of the meaning or
content of sentences; rather, the users of sentences and the situations in
which they use them are to figure in the account. In '"Presuppositions,"
Stalnaker outlines how this might be done. He notes that the part.cipants
in a linguis:ic exchange typically take the truth of certain propositions
-for jranted (or in certain situations perhaps only pretend to do so), and e
* assume that the others recognize that he or she is doing this. These shared -

assumptions form a background of "common knowledge' against which the con-
versation takes place, and as such thes constitute an important part of the
whole conversational context. Certain sentences will now be appropriate
(felic@tbus; acceptable) only if uttered in a context containing shared
assumptions. 'To take a standard example, "The Queen of England is bald” is
appropriate only in a context in wh1ch it is dsqumed that England has a
unique -queen. ..

Stainaker departs from thc more customary usage by taking the term "pre-
supposition’ to refer to the relation between persons and the propositions
they take for granted on a particular conversational occasion. ‘Scntcncps
have presuppositions:then only in a derivative sense. Jn Stalnaker's |
terminology, a sentence S reduires a presupposition P just in case S would
normally be appropriate only in contexts in which the speaker presuppo e
P (in the sense of '"takes for granted"). |

Thomason and Karttunen, on the other hand, while not quarrelling with
Stalnaker's theoretical account of presupposition, prefer to stick with the
already fairly well established terminology in which sentences are saii'to

“.presuppose propositions. They have suggested that in order to avoid confusion
Stalnaker's. usc of "presuppose''be replaced by "presume,” but Stalnaker| {has
evidently declined to adopt this proposal. It must be emphasized here; how-
ever, that the disagreement gn this point is only over terminology and 'not

The papers by Stalnaker,|Karttunen, and Thomason deai with presupposi--
tion--the first two as a topic of central concern, the last rather mor?
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per1pherally as one of several phenomcna to be handled in an envxsxoncd
pragmatic theory.

All three authors find it advantageous to account for presuppositional
phenomena using pragmatic concepts such as "epeaker " vcontext,' and 'ac-
ceptability." Stalnaker, for example, in his paper "Pragmatic Presupposi-
tion," takes as a fundamcirtal .notion the set of propositions that the parti-
eipants in a (normal) linguistic exchange "take for granted." These ‘shared-
assumptions comprise a background of 'common knowledge" against which a con-

~versation takes place, and esch participant would be said, in Stalnaker's
terms,. to (pragmatically) presuppose these propositions. Utterance of a
sentence is appropriate (felicitous, acceptable) only when made in a context
containing the r=quisite shared assumptions. For example, "The Queen of
England is bald" is appropriate only in a conversational context in which
the participants presuppose that Fngland has a unique queen.

‘Thus, for Stalnaker it is people who presuppuse, not sentences or state-
ments, or propositions.. The appropriate relations between linguistic enti-
ties could of course be defxncd dcrxvgxxvéryj~but Stalnaker argues that it
'is unnecessary to do so 1ncg’gl}/fhe relevant facts can be explained di-
rectly in terms of his noti6hn of speaker presupposition.

One puatative ad\antag}[;hat accrues to the pragmatically based approach

zzis.that one . need not-say, as in the standard semantic accounts, that a de-,
clarative sentence lacks a truth valuc when one of its presuppositicns is
false. This becomes a scparate 1ssue to be decided case by case in favor
of the“best overall "linguistic theory. Should it turn out, however, that
the optimal semantic component assigns no truth value to some sentence when
a presupposition fails, this is casily squared with the pragmatic account,
-since 'in any context the utterance of a truth-valucless declarative sentence .
will .normally be infelicitous. Thus, if S presupposes I in the semantic,
truth-value-gap sensé, it will normally be the case that somecone who utters
S will presuppose F in the pragmatic sense; the converse need not hold, how-
ever. Similarly, the semaati: component might be relieved of other stresses
by absorbing them into pragmatics; entailment could he separated from pre-
_supposition and changes in meaning o6f a sentence from context to context
neéd not occasion varintion in its semantic represcntation. :
] Stalnaker suggests still other explaniatory possibilities tha~ may arise
from the freedom allowed by taking the pragmatic viewpo.nt. For example,
onec might hope to account for the differences in behavior of factive and
semi-factive.verbs and, further, for the "filtering" of presuppositions in
sentences joined by "and," "or," and "if...then." - In the latter case, cne
"starts with the pragmatic notion of presupposition and makes a few addition-

© al and secmingly natural assumptions about how contexts are incCremerted on
the basis of preceding discourse.

A similar proposal is put forward by Karttunen himsélf in his paper "Pre-
supposition and Linguistic Context." It arigses out of his attempt to re-
formulate the filtering conditions /for compound sentcnces in ‘teims of the
contexts which satisfy their presuppositions (in Kurttunen's terminology,
the contexts which felicitate suchjsbntcnccs). He shows that by looking at
the problem in this way--asking for anv serntence what its félicitating con-
texts are rather than what its presgupro: .Tlons are--one arrives at a parti-
cularly simple and elcgant formulation.

The alleged bencfits of dcfxnxng presupposition pragmarluallv seem to
come at a price--or perhaps one shbuld say that they are bought on credit.
Our understanding of presuppo<itioh is made to rest on--or is'at Jeast no -
clearer than--our understanding ot} the notion of felicity (or appropriate-
ness, acceptability, or whatever) I Ultimately rhe debt must be paid in the
form of a . substantive and explicit theory of pragmatics that gives an ac-
count of, among other things, wha it,means to utter a sentence felicitously.

)1;7/ N
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It is this theory and what it would uave to be like that concerns
Thomason in his paper. He notes that the prospects for constructing such
a theory that would mect at lcast. the standuards of rigor cxpected of cur-
rent théories of syntax undf(modCIJEhcoretic) semantics are at the moment
not very bright. Yef the task must he undertaken, since it would'uppear .
that ¢ertain pragmatit notions lie at the heart not only of presuppositio®
but .of other important linguistic phenomena as well (Thomidson suggests 07
picalization, parcntheticals, constraints on identity, and others). f
Thomason is right, then’it is futile te. expect these matters to be propcrly
handled in a linguistic theory that contains syntactic and_ semantic com-. -
ponents but no pragmatics.

FOOTNOTES

1 Karttunen's paper is not, strictly specaking, a revision of the paper b€
presented at the conference, but is d .later one which builds on his con-
ference paper. Thomason's contribution is more an abstract of his position
than a revision of his paper. In addition, the papers presented by H.P.
Grice and Larry Horn are not included due to technical problems ..

2 This point is discussed at more length in Hiarman (1973).

3 see Green (1973), 68ff. for discussion.’ oo .
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" speaker of the language will have five distinguishable. components: gram- °

.Against Universal Sé'mantic Representation™

. . ,
Gilbert Harman v

\:_
! . T 0 -
. . - . \ . A B

Transformational linguists sometimes assume that an adequate ‘theory of
a language must associate scentences with appropriate universal sementic
representations. These represcentations are to be universal in the sense

that they are not to be specitic to the language in question. The same se-
mantic representation could thercfore be associated with.sentences of dif-
ferent languages, -and should be, if- these sentences have the same meaning.

The assumption in duestion is made by linguists who believe in 1ntur—}
pretlve semanti¢s as well as by thuse who believe in generative somant1c>.
It is' made by linguists who envision 'a semantic represéntation as a \txuu-
ture ot universal semantic features, predicates, or operators, anl by those

who see it as specifyving an intension or intensional qtrugturc of fungt10n>,
pos‘1ble ochcts po:slblc worlds, and so forth.

[ will 'argue that the assumption is talse: that is, that an adequate
theory of a language would not, and (in fuct) could not, ‘assocliate sen-
tences 'with universal semantic representations. - More specifically, I deny -
thé‘need for (and the possibility of) a level of semantic representation in

LA theory of a language that attempts to capture the competence of speakers

of that language. Where McCawley, Ross, and Lakoff have argued that there
is fio level of deecp structure between universal semantic representation and
surface structure, I will argue that there is a level of deep .structure but

. _tio ‘level of universal semantic representation. Putting ghings-a different
“way, the assumption that I am challenging treats language #s a system that:

encodes prelinguistic: thoughtq and ideas, wherecas 1will argue that' the
thoughts that language encodes are themselves in lunguage dnd have no ex-
istence apart from the ldngua&e in question.

. A theory that characterizes the linguistic LumpctchL of a typical .
mar, logic, axioms, theory of conversation, and theory of conceptual role.
The grammar assigns cach sentence an interpreted lOLlLJl form, or, if the
sentence is ambighous, a sct of such forms. By an interpreted logical
form I mean something like a deep structure. It indicates logical form and
is "interpreted" in the sense that it contains lexical items of the language.
The logic states principles that determire what relations of logical impli-
cation hold among sentences of the language given the purely logical '

«Arnold Zwicky, Katherine Pyne Parsons, David Lewis, Emmon Bach, and others
will*not think that I have mct. their objections to aspects of earlier drafts
of this paper; but I have tried. For more discussion of certain issues, see
my Thought- (Princeton University Press, 1973), Chapters %-6. ’ '
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aspects of their logical forms. The axioms represent cither meaning pos-
tulates or, more gene) allv,,uhdt is taken to be ¢ omnon knowlcdbc among

«speakers of the langyage ‘Thé theory of conversation”includes an account

of presupposition, an adeount ot'xmpllglturc in Grice"s’ \chxe, and pcrhapx
an account of spcech acts. Finally, thé ™ theory of conéeptual role will in-
dicate the role of expressions in ‘relatiop to thCUICtlLJl and prauttcal
thinking, observition, and behavior. ‘ .

More specifically, th¢ grammar 1»\0L1ntc\ sentences w1th interpreted
logical forms buklt up out of prcdlgatc ( arguments, sentential connectives,
and quantifiers, with additional poxxlhlyltxc\ such as sentence modifiers
and predicate modifiers (representing certain sorts of adverbs), other var-
iable binding operators (set ahstraction for dealing with plurals, etc.},
and an operator that funcgions like indirect quotation for dealing with so
called opaque contexts. \Ltuall)‘_l suspect that jnterpreted logical forms
will ot contain sentence or prLdf&Jtc modificrs; ‘1 believe that ddverbs
"are best analyzed as prcdlLdtC\, just as adjectives, nouns, and verbs are.
‘But that is a controversial hypothesis about the best account of IOLlLJl
" form; and for present pn po&c> I need not assume that it is true.

Furthermorc, [ am thllﬂgd toward a grammar that associates interpreted
logical forms with >aneu;ex"bv means of "transformational dJderivations.

. That is, [ believe in a_ thoor» in which interpreted logical forms are given
by dcep structured t\ut st Lc"xvc appljcations of syntactic transformations
~onvert into the relevant Surfdace structures; (subject to various con-
straints). But again, this is just a hypothesis and one that is not needed
for my present purposes. [ could cqually well suppose that deep structures
are not full representations of interpreted lpgical forms because, for ex-
ample, they.do not sufficiently indicate the logical scopes of quantifiers;
and I could envision, in addition to syntactic.transformation rules, rules
of ‘interpretation that assign logical forms to scntences on the basis of
their possible transformational derivations.

I.do assume that predicates and other modifiers in the 1ntcrpr0¢cd

s logxcal forms of senteénces are predicates and modxflcrs of that language.
They are not universal predicutes and modifiers that might appear in the
interpreted logical forms of sentences of othcr languages. In other words,
for present purposes I am willing to concede to "interpretive semantics’’
“that, in addition to syntactic.transformational rules and rules -stating
certain sorts of constraints on these, a ygrammar may also have to tnclude

'1nterpretat10n rules, e.g. for the correct assignment of logical scope to
certain constructions. But I reject the interpretivist suggestion that
1ntcrpr*tat10n rules should assign universal® "readings" to predicates of
the language in terms of universal semantic features and the like:-

Again, for present purposes I am willing.to concede to "generative
"semantics" that certain words of a language. might be transformxtlonqlly
der;ved in a nontrivial sense, e.g. Lcrraﬂn nomlnalxuatlon\ or adverbs.
But I reject thé LeneratLVng \Hggcﬁtlbn that this is true qf i afl.l" words in
a language, that they arc all to be- tranaformaf~6n1llv derived. from under-
lying structures containing:universal predicates and perhaps other uni-
versal mOdlflch, where these are structures that can also underlic sen-
tences in .other languagcs " For- I hold that the underlying 1ntcrpretcd
logical forms always conptain predxcatcs and- 'so forth that are specific to
the language in question.

o It is true that many words in a language .are ambxguous._ Therefore,
we will want interpreted logical forms to be-able to distinguish among
the different predicates that a given word might represent. But that can
i~ done without associating one or another set of universal semantic fea-
tures with a.word. All that is.nceded is that we distingnish thc predi-
cates. We can do .that, for example, by using subscripts.
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Someone will ob}ecn that subscripts can allow us only to d1stvngu1sb
different pred1cates but ‘not to exhibit relevant differences in msaning.

My answer is that these: F1fference= in meaning are to be exhibited not by

the interpreted logical“forms taken by -themselves but only by the.inter-

preted logical forms taken in conjuction with other components of the

theory, for example, the axioms which involve predicates that appear 'in the

relevant interpreted logical  forms.

. ". The logic states a number of principles which together chararterlze the

" logical impiications among scntences of the language. Since logical implica-
tions are ones that hold by virtue of logical form, apart from the inter—. .20
pretation of predicates and other nonlogical operators, we-must therefore
suppose that grammar distinguishes log1cal aspects from nonlogical .aspects
of interpreted logical form. N

We might use the grammar to makc this distinction as follows. First, |
we must.introduce a notion of a predicate that will include not only atomic
but complex pred1cates Consider any interpreted logical form ... a ...
containing one or more occurrences of the proper name -@; then consider
the result of substituting other names--b ¢, d, etc,--for these occur-
rences of a in this interpreted logical form. What the various results
have in common. is a onec-place ‘predicate ...(:}.,., which can be thought of
as a function that maps proper names onto sentences. We can in like .

. fashion consider sentences with n differe1t names, consider ways of sub-
~stituting othér names, and thus come up with the. idea of an n place pred-
icate, a function from sequences of n names into sentences. Similarly,
sentential -connectives are functions that map sentences onto sentences;

. quantifiers are functions that map predicates onto scntences; predicate

_modifiers map predicates onto predicates; and so forth. (For discussion,

" see, for example, Mlch&el Dummett, Frege: Phjlosophg of Language, London,
Duckworth, 1973, pp. 8:53.)

Now, every vocabulary item.in the languagc that can appear ‘in inter-
preted logical form, in each of its senses, can be treated as falling under_
exactly one of thesc categories. It will _represent cither an atomic name
or an atcmic n-pVace-predicate or an atomic n-place sentential connective,
etc. In other words, we have a seriecs of mutually exclusive logical

c\classes of atomicnames, atomic n-pluce predicates, and so. forth. Non-
logical aspects ok *interpreted logical form have to do with particular
members of open logical classes--predicates, for cxample A logical
class is open if itrhas an indefinite number of members and if new members

.+ can be added without significantly changing the language. Since new predi-

cates can be added to the language as a matter of course, without signif-
.icantly changing the language, predicates will count as nonloglcal aspects

of interpreted logical form. So too will other modifiers and proper names

(if names are not predicates). lLogical aspects of interprected logical form

involve relatively few words; closed logical classes, and so forth. These -

aspects cannot be changed without scriously modifying the language. log-

ical aspects will therefore include scope 1nd1cators, varlable binders,
_predicate argument structure, and so forth.

.Now, given a distinction between logical and nonloglcal aspects of
interpreted logical form, the logic will specify which 1mp11cat1ons in the
langihiage hold by virtue of logical form. For present purposes we do not -
need .to decide whether thi's specification will take the form of a model-
theoretic account of validity or mercly a set of rules of implication such
as that P-and 0, if P logically imply Q, for any three corresponding state—
ments of the relevant forms.

The logical 1mp11cat10ns of a sentence, glven its logical form are
relevant to its meaning. What a sentence means is partly a matter of what
it implies. ‘Since its implications are infinite, th®y cannot all be ex-

e .
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plicitly listed as part of a finite semantic representation of the sentence.
It is therefore not true that everything about the-meaning of a sentencé
can be explicitly contained in a single finite re prescntdtxon Somcthing
must be contained implicitly, by implication. for example, 'because the .
theory of language contains a logic, the interpreted logical form of
sentence implicitly specifies the infinite logical implicntions of the
°sentence.

Other 1mp11udt10n< are rclevant to meaning in addition to purcly logical
1mp11uatxons For example, x sells y to z implies z buys y. This implica-

~tien.-is relevant-to-the-meaning of buy and-seiiy~but it is not a matter of
logic alonc. Some say that such further implications depend on certain
"meaning.relations.” Others say that no real distinction can be drawn be-
tween meaning relations and other relations commonly known to hold! =l
favor the latter view, but there is no need to settle the issue. The point

" is that the theory of a language will include a list of axioms] representing
either meaning postulates, if the.enc view is accepted, or principles that
.express what is common knowledge among spchérsxot the language, if the other
view is adopted. Fhither way, dng relevant axidy will be, for example, x
sells y to z 1f and valy 1f 2z buys-y trom x. !

Imp)ications rclevant to the meaning of a sentence include the logical
1mpl1cthon< of the seatence itself taken together with meaning postulates.
and’or common “knowicdge. All this much of the meaning of the sentence (on
a given interpretation) is contajned implictly in the interpreted logical
form of .the sentence, given the logic and the axioms.- It is contained by
implication, thdf'is, by logical: implication relative to the axioms.

Thery is a differcence in fun on betweer” princip!es of logid and
axioms. It is by virtuec of princéiplces of logic that a finite statément can
represent its infinite implications.. One cannot get from a set of statce-
ments to implications of the set u\thaut appcal to logical principles.
Further statements ajone will not do the. trick. Logical principles are
principles of projection, or revresentation. By virtue of them a state-
ment projects and therefore represents its infinite logical consequences.

Becouse we can appeal “to logical principles of projection and represen-
tation, our theories can be stated finitely yet, in a sense, be infinite in
content. logical principles and axioms have ditferent function%' because
logical principles are principles of representation, whercas cxioms are
representations that represent as they do by virtue;of, the logical prin-
ciples. That is why logic is morce central to ]Jngul”t than axioms ‘are. A
change in axioms is-a chanpe’ in what is ropresented. A thnkc in logir is
a change in mcthod of representation, and that 1s i ;cnulnc Lhangn in thc
form of lenguage. . - .

Why then arc axioms relevant to H«d(lnL at Jll’, They are rc¢levant in
as much as the\ represent a common hackground which everyone can take for
granted. o be interested in the meaning of a sentence is"in part to bc.
interested 1n its implications, not just its logical 1mplxgat1bnq but its
1mpllcatxons ‘given the common bankground More prc;xsul» we are interested
in what pew implications a sentence has, hhlt lmpllcﬁtlon\ it has given the.
common background that are not logical implications of the.background alone.

To make this more accurite we must turn tw the theory of conversation,
the fourthfcomponunt in a theory of lquungc The d(loms represent things

that speakers of the language can always presuppose; my point is that one
aspect of meaning.concerns what s said over and ﬂhovc what hlﬁ bccn pre-
supposed.- e

The theory of conversation is concerned with such thtan as pFC\up-
posntgbn and 1m)lAu1tu!e and with distinguishing these.from what is, in a
strict sensc, ‘said, t will also be concerned with tho hature of spcouh
acts Part of thv.th00r3 will probubly be UanCr\dl Ll\lng,kcnvrql charac-

29 : . -

. . i . s . ..
’ B | rot s K

ERIC

Aruitoxt provided by Eic:



O

ERIC

Aruitoxt provided by Eic:

Agalinst- Universal Semuntic Representation 5

terizations, applicable to conversations in all lunguages, of presupposi-

tion, implicature, and the conversdtional strategies on which they depend.

Arother part will be specific to the languuge in question, since, for ex-

ample, certain aspects of the meuning of words like even and but can only-
be explained .in terms of cenventions concerning presuppositions and impli-
catures.

Does any of this mean that our - thcorv of language should associate
sentences with semantic representations that include not only indications
of "interpreted logical form but also statements 6f what is conventionally
presupposed’ and implicatued? Of vourse not. Thart woUid be as foolish as
attempting to'list all of the logical implications of a sentence in a sin-
.gle finite representation. It cannot be done, because there will bc in-
“finitely many conventicnal presuppositions and implicatures, and it. need rot
be' done sinecé these infinitely many conventional p!CNUPPObltLOH\ and impli-
catures are implicitly rnprcscnted by the derivation associditing interpreted
“legical form with surface structure (and phonetic” representation), given the
theory of conversation.. Thé theory of conversation is to conventional pre-
supposition and, 1mp11caturc what logic is to logical implications, To sup-
posg that we nced semantic representations that mcntlon what is conventxon—
ally prcsupposed or - melwgatcd is like thinking that we need semantic rep-
resentatxons that mention what- is-logically implied by xcntencc

The mistake here is i~ that in the following argument: ''x seils y to

— z is synonymous with z buys . from'x; thercfore our theory must assign

. these sentences_the same semantic representation.' The mistake lies-in

.thinking that’everything about the meuning of a sentence must be explicitly
‘included in a single finite representation associated with the sentence, as
if everything could be! [n fact, there is no reason why the equivalence in
meaning cannot be represented iiplicitly by the different interpreted log-
ical forms of these sentences, given thc axiom x sells y to z if and only .
if z buys y from x. '

So far, I have said something about grdmmdr, logie, axioms, and the
theory of conversation. I turn now to thJ fifth and last LOmpOﬂCﬂt of the
theory of a language--a theory of conceptual role. What I have in mind
here is the idea that meaning has something to do with the role an ex-
pression has in a conceptual stheme. One important aspect of conceptual
role-is involved with implications umong-expressions, and that aspect is
already captured by the first three components of the theory of language--
the grammar (which assigns logical forms to sentences),. the logic, and the
axioms. But conceptual role has to do with move than such interrelations
among expressions. Also relevant are.rclations to obsetvation and to be-
havior. . .
The connection with obscrvatlon is particulcerly relevant in the case of
color words. . The normal use of red includes the ability to apply the word
correctly to.pcrccivcd red objects, and it is part of the mcaning of the
word red tHat this is“so. This is not just a matter of axioms, or-of its
being common knowledge that speakers can normally do this. We are disin-
clined, for example, to say of somgone blind from birth that he or she
redlly knows what red means, for wcsdoubt that such a person would be able
to apply the word correctly if thuat person were suddenly to be cured of
blindness and we suppose that to know what red means is to ‘be able to apply
the word -correctly. ~On the other hand, a normal speaker who goes blind at
the age of twenty continues to know what the word red means because he or
she should be able to apply the word correctly if his or her sight were
"restored.

The connection with behavior is particularly relevant with words like

.harmful and .dangerous. To understand the meaning of these words, it must
be true that you will feel inclined to avoid situations to which:you would

~9n ' . o
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apply them. Other words have an intermediate status--for example, food,
obstacle, and money. To understand the meaning of these words you must
have the ability to recognize something as food, as an obstacle, or as .
money, and you must also be aple to act appropriately, that is, to eat food,
to avoid obstacles, or to spend money. Of course, you do thesce things only

-under certain conditions. .

“In f.:t, all words and expressions arc connected at least indirectly
both to cbservation and to behavior by virtue of connections with other
words and expressions. A color word like red is indirectly connected to be-
havior because the appropriatceness of i{ts application can in certain circum-
stunces be a sign of the appropriateness of -the application of words like

.food or danger, which have a more direct connection with behavior.

A theory of conceptual role will also say something about what makes a
name of a_particular thing. Presumably this is not just a matter of a
speaker's being able to apply the name correctly when the appropriate
thing .s perceived. That can have some relevance, but also rélevant are
past applications of the name and causal connections between those applica-

tions of the name and causal connections between those applications and its

present use. Kripke and others have made much of this aspect of names.

In any event, a theory of conceptual role is a theory about connections.
between observation and language, language and other language, language and
bekavior, and so forth. These connections are not casy to specify, and it
is probably impossible exhaustively to characterize the conceptual role-of
any single expression cxcept by comparing its role with that of another ex-
pression, perhaps an c¢xpression inn 2 different language. This can have the
consequence that one wrongly supposes that an account of meaning-in a
theory of a language must take the form of a translation. But, although
for certain purposes translaticn is useful, it only pushes the theoretical
problem back one step. 1f we want an account of the conceptual role of a
particular expression in English and are told.that it is quite similar to -
the role of this other expression in German, that may be enough for our
purposes. However, it may not, for we are now left with the question of
how we ‘are to specify the conceptual-role of the latter expression in German.

The same problem arises when it is suggested that it is enough for an
zkcount of meaning to translate Sentences, or interpreted iogical foims of
sentences, into a universal languagé of semantic representation. For then
we are.left with the problem of specifying the conceptual roles of aspects
of the universal semantic representations, One wiight hope tgiexplain the
conceptual role of expressions first by translating them info a universal.,
language of s.mantic representation and then by giving an account of the
conceptual role of the universal semant it representations. That may seem

_to be the most efficient way to proceed. However, such a use of universal

semantic representations is not going to work. It would work only 'if there
were a universal language into which all other languages could be translated
without loss of meaning, but there can be no such language.

. To see this one must observe that there is a connection between the

question of whether therc is a system of universal scmantic representation

and the question of whether there is thought that is essentially thought
in language. The latter issue is not whether all thought is in language
(for it is obvious that much is not), but whether any is. Specifically,
the issue is whether language should be conceived as a system for encoding
thoughts that are themselves not in language or should be regarded as a
new system of representation for thought--an addition to the prelinguistic
system of representation in which one thinks. !
That' there is a connection between the latter issue and the earlier one
about the possibility of a universal system of semantic representation ’is
revealed by the parallel. that exists between a theory of conceptual role of

. . ‘.t

- .



Agdinst Universal Semantic Representation 7

expressions in a languagp and a theory of the ndtu1c of psychological
states and processes in terms of their functional rclations with each other
and with observational input and behaviorsl output. For example, a given
. psychological state is the belief that this is red partly beczuse of a
. connection bitween that state and the possibilities of certain observations.
Another psychological state is the belief that a coursc of action is dan-
gerous partly because of its potential connection to the avoiding of that
course of action. And so forth, just as in'my earlier discussion of the - 1\
conceptual role of linguistic expression, including my remarks about the
relevance of causal factors.
The correlation is no accident.. For a speaker of English there is ob-
“viously a connection between tac helief that a particular thing is red and
the sentence this is red.
Conceptual role is relevant to meanan because meaning depends in part.
_on what beliefs and other psychological states a sentence js correlated
with and .because the natures of psychological states are determined by their
roles in the functional psychological system that constitutes a Ruman per-~
- sonality. In other words, a sentence has a given representational character
because it is conventionally ussociated with a psychological state which
+has .that representational character. The representational character of a
psychological state depends on what state it is. For example, the belief
that Noam is smart is the belief that represents Noam as smart. What state
it is determined by its functional rolc in the whole system of psycho-
logical states. .
"So the question of whether there can ve a un1versal language of seman-
tic representation becomes the (uestion of whether the psychological states
‘conventionally associated with sentences of a language can be supposed to
have an existence apart from the language. If so, then a single universal
account of the representational character of those states can be given once .
and for all, and a thecory of conceptual role for a particéilar language need
only specify how sentences. are conventionally associated with psychological
states. Universal semantic representations would in 2ffect be representa- -
tions of the underlying psychological states, the thoughts that exist inde-
_pendently of language. '
) On the other hand, if theé r-—levant psyvchological states have no exis-
tence apart from lanpuage, so that the thoughts expressed by language are
essentially constituted in language, then rcprcqcntatiénq of these under-
lying thoughts will not be universal semantic representations but will in
effect be repres~ntations of what 1 have bccn calling interpreted logxcal
forms of sentences of the language. )
Given the one conception, language is a code that we can usc to encode
thoughts we might have had qliite apart from having learned language. This
is a.common conception of language among linguists, but it is the other
conception that is rignt. Language is in the first instance a system of
representation for thought. In learning a language one does not learn to
express..in words thoughts that were not themselves in words; rather, one
learns a new way of thinking. 1n learning a new language you must at first
laboriously translate back and forth between your native tonguc and the new
language, but eventually you are.able to think in the new language so that
translation back and forth is no longer necessary. Similarly, lecarning a
branch of mathematics or a science involves learning a new language. It is
not Just that there is new terminology. You must learn to think in that
terminology and that involves learning various principles and proccdurcs of
the theory, principles and procedures that can only be stated using the new
terminology. s /
Thought requires a system of rcprcscntatlon We can suppose that among
the relevant representations are undcrlyxng reprcsentax1ons of ‘sentences

. B ‘ ... | 5) : . .
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that are associated with those sentences by an adequate grammar. We can
take thesc representations to be what I am calling interpreted logicai
forms, which contain predicates and so forth of the language in question.

I am opposing the idea that we can tuke these represontations to. be univer-
- sal semantic representations that are independent of any particular lan-
_guage. - My reason is that learning 1 language, like learning a-theory, is
“not just learning a code for old thoughts but learning a new wiy to think,
a new system of representation for thought, a new theory, a new world view.

Conceptual structurc is at least partly a matter of what theories of
the world are treated as true; it is therefore impossible that languages
associated with quite Jifferent world views cculd be translated ‘nto ecach’
other or into any third lunguage without less of meaning. For example,
compare .a language in which d theory of medieval- slchemy is expressed with
one in which the theory of contemporary chemistry is expressed, Neither
language coula be translated without loss of meaning. into the other, nor
could both be translated into some third "neutral’ language. The difficulty
is that thiere will be expressions in cach language whose conceptual roles
are 'duplicated by no expressiong. in the other language, and there will be
no other language containing cxpressdns with all those different roles.
For that would be the language of someonc whose world view containcd both
the viewpoint of medicdval alchemy and that of contemporary chemistry, which
is imppssible. Therefore, there «can be no universid system of sewmantic
repre§éntation into which ull languages can be translated without loss of
meaning. ) " - -

The precisc formulation ot this point is a delicate matter. ‘For one
thing, a language must here be identitfied with a dialect or ‘idiolect at a

.. particular time. A scholar might express both medieval alchemy and con-

<7 temporary chemistry in tnglish, broadly construcq. But there-will ke a
shift “in idioleet between the one ofcasien and the other; the scholar's
words will not mecan the same thing en-the two oc:asions. wWhat his words
mean depends in part on what principles he treats as tyue. when his words
are 1o be used to express the views of medicval aichemy, .he must treat as
true various principles accepted by medieval alchemists. And when his
words. are to be used to express the views of contemporary—chenistry, he
must trcat other and quite conflicting principtesas true. FHe will not be

-able simultancously to treat both sets of principles as true because at no

- time will his changing idiolect be adequate to Cxpress both points of view.
If he is to comparc the theories, he must engage in what Ouine calls -
nsemantic ascent” .and speak in « metalanguage about the—tWo different view-
points that are expressed in their distinct object-languages or idiolects.
He can consider in the metalanguage the relative merits of .adopting one or
another of these viewpoints--of speaking one or another of these object-
languages--even though he cannot translate both object-languages into the
metalanguage without loss of meaning. . '

Finally, let me add that dnce we understand the connection between
thought and language, we ciin understand why there can scem to be a uni-
versal system of concepts expressed in language. Language modifies and | e
extends a prelinguistic system of representation. Presumably-the pre-
linguistic 'system is much the same from person to person; its main charac-
teristics are.no doubt genetically determined. lLanguage modifies this
system but is also influcnced by it. e would expect that many character-
istics of linguistic representation are to be explained by the way in which
linguistic representation is a modification of a prelinguistic system. For
example, we might expect that our logical notions and our ideas of causality.
and of agency have a source in more primitive versions in prelinguistic re-
presentation. And we might expect this to be true for other languages as
well; hence a, semantic universal: all languages have a way of representing

3 . . . :2(5 | .. . . . . ;
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logical notions, causality, and agency. But we must be careful. To assume
that the same concept of agency, for example, is expressed in all languages
would be like assuming that the congcpt-of a chgmical substance in medieval
‘alchemy was the same as the concept of a Lhcmxual substande in contemporary
chemistry just becausec the latter has derived from the former. Different
concepts of agency will evolve in different languages dOPChulng on the world
views of those who speak the languages. [t would be an error to suppose
that a given linguistic way of representing agency smelv encndc< the old
prelingdistic concept .
That ends my main argument against universal scmantic ropresentations;
Let me now say something about one sort of objection to what | have said.
Objection will be raised on the grounds that I have misconstrued the nature
of semantic representations. It will be said that the system of semantic
representation is not to be taken either as a language .or as a system of M
representation for thought. Instead, it will he said, it is to be taken s
“a system c¢f uaiversal meanings or scnscs. : ) i
Now I have nothing against talk of mearings or.'sénses. The sense of ;/
meaning of a sentence can he identificd with the thought the sentence ex- ﬂ‘
presses; the 'sense or meaning of a word or phrage/;an be identified with' the
idea or concept the word or phrase expresses. Byt | have argued that thq 1
relevant thoughts, concepts, or ideas are csxcnt}1ll\ linguistic.| The /!
relevant thoughts.involve ‘interpre:ed logical fdrms of scnfenuc~.( v The !
relevant ideas or concepts involve irems.fhat cdn aprn}r'ln interpreted )
logical forms. [ can agreg that a svstém of xem4nt15/rcprc atlion isya
system of meanings or senses, bc;uusc/nt is a systdm/of thoughty land con--_\
cepts.. But I do not agree that sensés or meanings are universal) sincg 1 |
claim that the relevant conccptx and thoughts are specifit™to a Q:»bn ¢ i
language. / AL
: Observe that it will mot be cnough for- someone who wishes to dkfbn
system of universal semantic representation to attempt to explain. unt?ar%al i
i Mmeanings or. senses with reference to something lik possibie worlds, pgs---
sible objects, and complicated functions invelving/these things. For”/
*waiving the nontrivial problem of saying what posgible worlds are, there
remains the problcm of showing that..,.ference to possible worlds, possible
oBJectﬁ .and so forth, could play a useful role in a theory of 11n0u1~txc

L

copp:. ‘tence. : N,
One way in which reference to pos=ible words 1s\\9mot1mc~ ‘said to he
® /felevant to a theory of linguistic competence involves a connection be-

tween meaning and truth conditions. To know the meaning of an.indicative
"statement making' sentence is to know the ~onditions under which that
sentence might be used to say something true. Some philosophers and fin-
guists incautiously conclude from this that the mecaning of such a sentence
can be 1dent1f1ed with 1t< truth conditions or, at least, that a spcaker's
linguistic competence is partly to he specified as involVing a knowledge %'
of truth conditions. Evén more incautiously, some of these linguists and %
philosophers go cn to suygest that the relevant truth conditions involve I
reference to possible worlds. So they conclude, wrongly, that an account ‘
of a speaker's linguistic competence must specify his knowledge of which
possible worlds and so forth various sentences are true in. For example, (
it is said to be part of the linguistic competence of someone who knows

‘the meaning of the English sentence it'Is raining that he knows that this
sentence is true at a place, at a time, in a possible world if and only if
it is raining at that place, at that time, in that world.

This reasoning is totally fallacious. From the fact that to know

meaning i< to know truth conditions and vice versa, it does not tollow thati.

. mé€aning is truth conditions. (As Barbara Humphries has observed, ‘that is
"Yike arguing inat the radius of a circle is the same as its circumference,

v
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since to know the one is to hnow the other.) Nor does it follow that an
explanation of linguistic competence should mention knowledge -of truth con-
ditions. . Indced the explanation goes the other way around. We must appeal
to a speaker's linguistic competence in order to explain his knowledge of
truth conditions. We must also appeal to the speaker's knowledge of what

‘~truth is. No great insight about linguistic competence is involved, only
a little insight about truth, the so-called redundancy theory of truth.

The redundancy theory of- truth points to such truisms as that snow is
white is true if and only if snow is white, that grass is white is true if
and only if grass ‘is white, and so forth. Modified to allow for demonstra-
tive reference it notes that he is sick is true of an indicated male at a
time if and only if that person is sick at that time, that it is raining is
true of a place and time if it is raining at that-place and time, and so
forth. But theseé are points about truth rather than about meaning. - Con-
sider a speaker's knowledge of the fagt that snow is white is true if and
only if snow is/white. That knowlaedge typically presupposes the speaker's |

. knowledge of what snow is white medns along with that much knowledge about
- truth as is captured by the redundancy theory of truth. [t is definitely
not the case that (norma:lly) a speaker Knows whiat snow 1s white means

 because he knows that the sentence is true if and only if snow.is white. .».
Knowledge of meaning is not to be explained as knowledge of truth condi-
tions because one knows meaning and tie redundancy theory of truth. [1

discuss these issues in more detail in my "Meaning and_ Semant ics' (ia
Milton K. Munitz and Peter K. Unger, ods., semantics and philosophy,
New York University Press, 1974).]} :
' I have beer considering an argument for the claim that reference to
possible worlds plays-a role in explaining linguistic competence. We. were
“ interested in the argument because it promised a last ditch defense of uni-

versal semantic representations. where these were taken to be complicated
constructy out of possible worlds and functions. The argument for the use-
fulness of possible worlds was to go like this. First, it was to be argued
that linguistic competence consists in part in a knowledge of truth con-
ditions. Second, it was to be shown that the relevant truth conditions in-.
volve possible worlds. We have just scen how this argument breaks down at
the very first step by mistaking the redundancy theory of truth for a
theory of meaning or linguistic convention. This is enough to undermine

, the argument and, since that is the only relevant argument that "has ever
been given, it is cnough to undermine the conclusion. that rofercnce to

- possible worlds plays a role in the explanation of linguistic’competence.
But to reinforce this rejection of a universal system of semantic represen-
tation based on a theory of possible worlds, it is useful' to consider “he
second stage of the argument that T have been examining. ’

) So, let us agree that to know the meaning of a certain kind of sentence
is to know under what conditions it could be used to say something truve.
Let us ignore the point that this involves not just linguistic competance
in general but also cnough knowledge about truth as is revealed by the re-
dundancy theory of truth. And lct us consider the claim that in general
the relevant truth conditions invoive possibie worlds.

A speaker of English knows that snow is white is true if and only if
siow is white. What is added-if one says thur ‘a speaker knows that snow
is white is truc in a possible world if and only if snow is white in that

. world? Obviously, what is added depends on what is meant by the phrase
"in that world." g
, A speaker of English knows that it is rainiug is truc said at a particu-
lur place and at a particular time if and only if it is'raining at that

place-and that time. Here we can suupese that the speaker knows that there
are various places and various times sud that it may or may not be raining
N ' . o
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at a given place at a given time. Are we to suppose that a typical
speaker of English also beliéves. that there literally are various possible
worlds. just as there literally are various places and times, and that in
some of these worlds snow is white whereas in others it is not? Are we to .
suppose that the speaker belicves in various possible worlds ijust as he
believes in various different planets, for example, so that a possible
world is as it were another place, another universe, unreachable frem this
one, existing perhaps in other dimensions? | am of course aware that cer-
tain philosophers and perhaps even some linguists do think of possible
worlds in this way, as something like places. But surely this sort of
bizarre metaphysical view cannot be ascribed to a typical spcaker of
English. ' '

We want to know about a typical speoker's concepticn of a possible

wirld or, if vou like, a possible situation, In particular, we want to

hruw how to interpret the word in when one speaks. of something's being the

‘case "in" a possible world or situation. for example, when one says that

there is a possible world (situation) in which snow is green.

"I suggest that the word in is here :scd as when we say that something
happens 'Min" a story. For example, Jonah was swallowed by a big fish in
the Rible. That is not to say that there is a place at which Jonah wus
swallowed by a big fish (for it never really huppened).

A possible werld or situntion is o pos.ible or consistunc story, To
say. that there is a. powsible world or situation in which snow is green
is ‘to say that *here is a possible or consistent stury in which snow is
green. A-speaber knows that snow is white is true in a possible world if
and only if snow is white in tha® wcrld.  In-other werds, a speaker knows
that snow is white is truc in o possiile story if and only if snow is white
in that svory.- Here.tiere is noe incight Jbout linguistic ompetence and
universul semantics. There s oalv the smme old poinr about the redundancy
taiory ¢f truth. ) : N ' '
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‘_Bem‘a'rks*bn the ‘Lex'icoﬁraphy 6f Performativé Verbs -

James D. McCawley -
University. of Chicago

At several places in How-to Do -Things with wWords (1902}, Austin speaks of
the importance of compiling a comprehensive list of performative verbs,
or alternatively, of illocutionary forces,! and in Lecture XII he sets up
a five-way categorization of performative verbs and gives long lists of

‘representatives of ecach category. Austin evidently regarded the tabulation

and classification of performative verbs and illocutionary forces as impor-
tant principally because of the inherent ‘interest of the question, What
can people do with wérds? I-regard such tabulations as important because
of their relation to a somewhat different. question--What determines which
verbs are or can be performative and what determines what illocutionary
forces are possible? = My concern is not for tests to determine whether,
for example, the verb criticize can be used- performatively (Austin provided
an excellent treatment, of that problem) but rather with determining, for
example, what it is about accuse that makes it possible to use'it per--
turmatively and what it is about know that makes it impossible to uyse*it
that way. Why is it that verbs such as shout and whisper, whic® can be .
used to report speech acts, cannot be used performativeLy?% Is.it possible’;
for two verbs to have the same meaning but for only one“of-them to Qe
usable perfcrmatively? Or can one predict from the meaning of a verb
whether it cuan be used performatively? To put .he matter slightly differ-
ently, as one learns his pative language, does one have to learn separately
for each verb whetber it can be used performatively, or does one automat-
ically know whether he can use a verb performatively once he has learned
what it means? 1 am fairly convinced -that the meaning 6f a verb does, .in
fact, completely determine whether it can be used performatively; however,
I am much less sure of what the relationship s between semantic structure
and performativity., Are there, for cxample, a small number of '"'basic"
performative predicates, such that’ the meaning of any performative.is one
of those predicates combined in various ways with other elements of meaning?
If so, then what is it about those predicdtes which makes them bearers of
performativity? ) L

I am ip addition interested in the rclationship (if any) between
Austin's classification of performative verbs and the concept of:lexicon
which figures in the linguistic theory-~generative semantics--which I
will assume in this paper. Austin's informal characterizations of the
various classes of performative verbs can in some cases be interpreted as
references to the logical structure of sentences involving those verbs, as,
for example, when he states that an exercitive is the giving-of "a decision
that something.is to be so, as distinct from a judgement that it is so."
This can be interpreted as a distinction between the kinds of complement " -

f
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clauses that appear in the sg antic «truatule oF VcrdILthC clauses and
exercit1ve —clauses.

izations of them, are as follows:

(1) Verdictives: "Verdictives are typificd by the giving of-a verdict...
(150); '"Verdictives consist/in the giving of a finding, official or un-
official, upon evidence or reasons as to value or fact..."(152).

(2) Exercitives: "Exercitives ure the exercising of powers, rights, or
influence" (150); "An exer¢itive is the giving of a decision in favour of
or agdinst a certain coursg.of action, or advocacy of it!" (154).

(3) Commissives: "Commisgives are typified by promising or otherwise
undertaking” (150); ‘'The/whcle point of a commissive is to- commit the

speaker to a certain course of action' (150).

(4) Behabitives: '"Behabitives are a very miscellaneous group, and' have

to do with attitudes and| social behaviour" (151); "Behabitives include the

notion of reaction to other pecople's behaviour and fortunes and of at-
t1tudes to someone elseé past conduct or imminent concuct” (159),

(5) Expositives: *[Exp bltl\Cb] make plaln how our utterances fit 1nto
the course of an argumégntg or conversation, how we are using words. .,
(151). M"Expositives arye used in acts of exposxtion involving the ex-

" pounding of views, the/conducting of arguments, and the c¢larification of

usages and of references' (160).

None of these passages just quoted comes close to be 'ng a real defini-
tion, and in some casps they clarh sharply with his- evident .intention; for
example, most of the jverbs that he lists as exercitives have nothing to do

with ‘any "course of ctlon " e.g. appoint, baptize, and excommunicate.

-Only ironically - -could one say that Nixon "advocated a certain course of
‘action' by appointing Rehnquist to the Supreme Court. -Nevertheless; the

examples that Austin gives.of ecach category, ;along with his comments on
the distinctions amgng the, five categorxes show rather clearly what the
basis. of the catego 1’at16n is.

Vendler (1972) Argues’ convineingly that "Exercitives'" include two
clearly distinct” s%bulasses, one which he calls "operatives'" and another

which the speaker fnakes something the case, e.g. appointing Gene. Autry
ambassador to France brings it about that hene Autry is ambassador to
France, and excompunicating Bing. Crosby brings it about that Bing Crosby

“is not a member of the Catholic Church.  Vendler's "exercitives' refers to
acts by which onef orders, requests, udvises, etc. a person to do somethjing.

Separating out the operatives makes Austin's characterizations of "ex-
ercitiva" less g arlngly inadequate (although those characterizations do

. not really fit Vendler's exercitives either): ordering someone: to shine

your shoes can hardly be described as "giving a decision in favor of ...
or advocacy of"/his’ shining your shoes. .

~ The following lists illustrate Austin's other fOJr categories, nlus
the two categorﬁes into which Vendler divided Austin's exercitives. I
have subdivided Vendler's excrcitives st111 further, for reasons to be

‘given below. . I have supplemented Austin's lists with extra verbs, deleted

some items wh1ph are clearly not per‘ormatlve. and shifted around some
items which I jthink he m1sc1a551f1ed :

Verdictives: accube quu1t, analyze, appraise, aséribe, calculate call,

31
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““Austin's five categories|u{ performatives,.with his informal character-

s the name "exercitives.'" '"Operatives" refer to .acts b
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characterize, charge (a person with a crime), convict, credit, date, de-
notunce, describe, diagnose, estimate, evaluate, find, grade, guess, hold,
interpret as, locate, make it, measure, place, put (it) at, rank, rate,
read (it) as, reckony~ryle, take it, understand, value.’

Operatives: abdicéte, accept (an application), adjourn, annul, appoint,
authorize, award, baptize, bequecath, call to order, cancel, charge (a
person with a task), choose, christen, claim, concede, condemn (to death,
etc.), countermand, declarc (open, closed, the winner, ...), decreec,

-dedicate, degrade, demote, deputize,’dismiss, disown, dJdub, enact, enter
(a plea of insanity), excommunicate, exonerate, fine, forgive, give, grant,

levy, name, nominate, offer, ordain, overrule (an objection), pardon, per-
mit, proclaim, pronounce (man and wife), quash; recinstate, release, repeal,
reprieve, rescind, sentence, sustain (an objection), yeto, vote. .. .

’ W .
-~ et e

“Exercitives: (a) - Imperatives: admonish, beg, caution, EOmﬁand! dcmand,':J

direct, entreat, forbid, implore, insist, order, plead, pray, Fequest,
supplicate, (b) Adv150r1 ;v cdvise, advocate, counsel, propose, re-
commend, suggest, urge, warn. oo

Commissives: adépt,‘agree to, accept, apply for, assurc, bet, bind mysclf,
challengze, condemn “(someone's actions), consent, contemplate, contract,
covenant, dare;y it's a deal, defy, declare for, declare my intention, ded-

.icate myself to, embrace, engage, envisage, espouse, express fiy }ntent1on/

support/opposition, favor, give my word, guarantee, intend,-invite, mean to,
oppose, order (food, etc.),. plan, plead (guilty), pledge (myself), promise,
propose to, purpose, shall, side with, surrender, swear, undertake, vow,

_warn.

Behabitives: apologize, applaud, approve, bid €afewcild blame, pless,
commend, commiserate, complain of, “‘compliment, condole, congratulate, curse,

don't mind, drink to, express my regrets/gratitude/admiration/..., felici-

tate, forgive, greet, overlook, protest, salute. sympathize, thank, toast,

welcome, "wish (a happy birthday, ...).

Etg_§1t1vcs

1 admit, affirm, announte, charactcr1_c, claim, class, declare, deny,
describe, disagree, guess, 1dcnt1fy, insist, ma1ntain, predict, state,
submit, suggest. ’ :

2. interpose, mention, note, observc, remark.

3. answer, apprise, inform, rejoin, remind, repecat, reply, respond, tell,
warn. . . | . .

3a. ask, inquire, query, wonder. )

4. admit, confess, :onﬁﬂcturt, report, swear, testify.

5. accept, agrece that, concede, demur to, object to, protest recognize,

‘retract, repudiate, take back, wlthdraw

5a. correct, revise. ,
6. argue,.assume, comcludc that, deduce, emphasize, neglect, postulate,

stlpulate.

7. Dbegin by, concludo by, dlgrcss, first (second, third, ...), in’
conclusion, turn to. e
7a. analyze, define, distinguish, interpret.

7b. explain, formulate, illustrate.

7c. call, refer, regard as, understand.

Austin's classification would receive strong support if it could be
shown that membership in each catcg01y corresponded to a specific pattern

3L
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of syntactic behavior. The tollowing ave the principal syntaciic phenomona’
that I know of on which performative verbs differ from one another.? In
some cases practically all of the things assigned by Austin to a particular

‘class behave alike, and the exceptions are things which on other grounds

might be held to belong to another category. For c,amplc, acquit, which
Austin.calls a verdictive, might be held instead to be an operative, and
indeed it is similar to operatives and unlike verdictives in that it can-

‘not be used performntlvcl) with would: saving (la) camot bc an act of

acquxttlny. though saying (1b) can he an act of U\tlmltlng

(1) ‘a. I would ncquxt Dean of the charge,
« b. I would estimate that the repairs will cost $200.00.

However, in some cases the test cuts across one of Austin's (or Vendler's)
categories, as indicated in the following table.” :

Can Be used performatively

] with would o owith with with

in passive like to wouid Lowiil let me
Verdictive ‘0K . OK OK ?
Operative - Ok ot ‘ ' -
" Advisory 0K 0K OK oK . 0K
Imperative . 0K/ ¢ o ‘ * ' *
Commissive SOk Ok o : OK
Behabitive : 0K . v " 0K
Expositive 1. . . 0K . 0K . OK
2 B OK. 0K " 0K OK
3 . Y 0K 0K OK
kA o =K 0K OK OK
. ; o 0K - ©OK 0K OK
3 o OK OK © 0K 0K
3a S 0K 0K OK OK-
G b OK . QK . 0K OK
- = "~ OK ‘ : OK N
Ta o Ok © 0K Ok~ . -OKT
Th ‘ OK LK 0K DK

¢ . 13) N oK 0K o

The possibility of using a passive performatively apparently hinges on
a.characteristic that is irrclevant to Austin's classification, namely
whother the act can be performed as an "oftficial,” “impersonal' act.

I't is probhably that thr'chrlﬁtlL which makes it ImpO\\lblo to use a
behabitive pcrformltlxll\ You are hereby thanked for'the luvely dirner
you cgoked last nlight), chnrding the othtr phenemona, the only category
of Austin-Vendler's in which there is a grieit amount of non-uyniformity is
the oxercitives. One subject of exercitives consists of acts of advising
and is almost exactly singled out by the property.of allowing both wouid
and would like to when used performatively, though that property is shaved
by request. “One systemetic dirference hetween what 1 have labeled as
"Advisories' arnd "Imperatives':above, and one for which even request be-
haves like an imperative rather than like an advisory, is that ask can be
used to report 1mperat1v¢ 1Lt<"but rot advisory .acts. [f <omeone orders
vou to shine his shpes“or begs vou to thne hi's ,~h00s he asks you to shine
his shoes. [If hg forbids you to shine his “shoes he a:ks yous hot to shine
his shoes. Whiye it mxght be mbre usual to rcport the latter as-his haVlnh
KN : :, “ - : . ,L- :
B N v -
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told you not-to shine his shoes, the following shows ask to be applicable:
(2) Did he ask you'net to hine hir shoes?
a. Yes, indectl 4" forbade me to shine them.
b. .*No, (but) Ko ¥forbade me to shine them,

However, advising, rccommuending, ctr, is'nut"u%king:\r

(3) bid he ask you to, shine his shoes?
a. ~Yes, indeed he adviscd me to shine them.
'b. No, bur he advised me to shine thenm.
¢. ‘Yes, and he also advised me to shine them,

1 wish now to takce up the question of whether the seven classes of
performative verbs that | UﬁQc arrived at cach exemplify some general se-
mantic structure, and more importantiy, whether such a semantic structure
also provides a suffizicat condition for a verb to he ot the class in
quescien. 1 notc that both Anstin and Vendler have provided necessary
conditions on the /semantic structure of verbs of various. categories, ¢.g.
that verdictivey must have a complement that is in the indicative mood?
this must be iﬁ%crprctvd as o condition on semuntic structure rather than
on surface structure, in vieow of verbs such as value (c.p. I value this
vase at $300.00) which do not have ¢ smrfiace complement but ceriespond to
a semantic stiructure such as T state that, this vase is worth $300.00." .

Operarives are in the class tfor which it is most obvious what the verbs
have in common and whit miahes them performative. An operative speech act
is an act in which the speaker makes something the case by saying that it
is to be the case, €.g. it makes Gene Autry ambassador to France hy saying
that Gene Autry is to he ambassjpder to brance or it makes King Crosby cease
to be a membor of the Catholic Ghurdh by saying that Bing Croshy is no '
longer a member of the Catholic Church. 'In aimost all cases, the operative
verb incorpoarates part of “the meaning of & complement clause; decree is the
only. one for which the complement appears intact in surface structure. To
a large extent, folicitous utterances in which decrec is usell pertormatively

*can be reported using more spucific operatives, e.g. 4 felicitous uttevande

of (4a) can be reportad by (4b): L.

1 decree that Bing Crosby is no longer a member ot the
Catholic Church.
b. The Pope excommunicated Bing Crosby.

However, decrees (and dperative avts in general) form a proper subset of
acts in which somethitg is made the case by saying that it is to be the .
case., A person who possessed magic powers may be able to causc Rizhard.
Nixon to have two heads by saving "Richard Nixon kas two heads'-cr '"lLct
Richard Nixon have two heads,' but such an act is not an operative act, -
nor any other kind of illocutionary act, nor fs.the appearance of a scecond
head on Nixon's <houlders'a pcnldcutionnry_cffpcf.p even though it conforms |

to ‘definitions of "perlocutionary cffcet” that arc.sometimes offered. 1t
will not do just ta suay that an operative act is an-act of making somc-
‘thing the cas¢ by sarying that it is (to be) the cuses t¢ relationship of

the act of saying the sentence and the event of Gene Autry becoming ambas-
sador to™France. or of vour nephew ceasing to be your heir, or of Mr.
.Birnbaum ceasing to have a job in your firm is not one of causation but of

.inclusion, perhaps cven of identity. At the moment. I have thought of no

better way of representing this relationship than in térms of rcferentinl
.indices, where cventoverbs have referential indices and the predicate of

et , . . 3 t'
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saying has the same index as does the verb of becoming, for -example:?

v

v TP TP
SAY X 5
w
v .\Iw
) BECOME TS

o w

Gene Autry 1s
Ambassador to
France

Imperatives and comm1ss1vﬂs also make something the case by saying
that it is to be the case, though what they make the case is not something
that is describable by the apparent complement sentence. .When you order
someone to shine your shoes, v¥ou are not causing him to shine yuur shoes;
however, you are causing him to owe .you a. shoeshine. Assuming that the
order is felicitous (i.e. that you are in a position to issue orders' to
that person and that he hears and understands the order), he is in debt to
you and will remain in debt until either he discharges the obligation by
shining your’ shoes or you relieve him of the obligation by canceling your
order. If-you promise somcorne to mow his lawn on Saturday, vyou bring it
about that you owe him an act of mowing his lawn on Saturday, and, as be- .
fore, you remain in his debt until either you dlscharge Lhe ob11gat1on or
he relieves you of.it. Imperatives and commissives do not® always create
debts, but they create some kind of commitment on the part-of the speaker
and/or on the part of some affected pérson. Imperatives divide into two <X
types: those which cause ‘the person to whom they are addressed:to owe the,
speaker-an act of the type in question (admonish, caution, comwmand, dltect,
forbid, order), and those which commit. the person to whom they are ad-
dressed to coqslderxng the request and commit the speaker to hcing grate-
ful 'if the réquest is complied-with (beg,. entreat, implore, plead, pray,
regquest, suppllcate] Additionally, there are two verbs which dc not

‘really fit into eifher cl1ass (demand and insist) and wherein the speaker

believes the addressee to be unwilling to do what he ought to_do
I propose that the logical structure of imperative and commissive

-tlauses is similar to that.of operative clauses,. with the embedded clause- -

specifying tne debt, commitment, etc. which the corresponding act would
bring about, e.g. the semantic structure of I promise to meow your lawn
on Saturday would be along the lines of "I say, that 1t comes,, about .that

I owe you mowing your lawn on Saturday.'

I' should now talk about advisories, .but I have hardly anything to say
about them. There are threg really hard core advisories: advise, counsel,
and recommend. Thesc three verbs (though- not the other verbs that I have
called advisories) have the 1nrer.qt1ng property of allowlng ‘the preposi-’
tion against:

(5) a._ Bill advised me against bombing the Freasure Building.
b. The lawyer counseled Mrs. Schwartz aga1nst demandxng custody of
the pelican. .
s T
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c. Spirov recommended dgdxn\t Nixon appointing Gene Autry dmhdsxador
to France.

This might be taken as suggesting that .these verbs involve advocacy,
however, as Searle (1969) has pointed out they do not involve quite that,
since they refeér to acts in which the speukes takcs the addressee's point
of view: "If I were you, I wouldn't bomb the Treasury Buxldxng " There

1s nothing insincere about advising a person to do something that the giver
of-the advice wants him not to do. uood advice is advice which would
benefit the recipient .if followed, not the giver. Urge and advocate, on
the other hand, take the speaker's point of view. The appropriate semantic
structure may very well be somethlng like "I tell you that for you to do

X would- b2 good for you'" in the case of advise, counsel, and recommend,

and "I tell you that tor you to do X would be good for me' or just plain
... would be good" in the case of advouate or urge. lowever, I can offer
nothing of substance to back up this suggestion.

It is interesting to ask whether Austin and Vendler were sxmply in
error wheh they lumped advisories and imperatives together. Do these
classes have ary more in common with each other than with commissives or
expositivés” One important thing, not to my knoulod5e so far noted, which
they have in common and share with nothing else is that they can be used
as parenthetlgals with sentences that are grammatically meP”dthC‘

(6) a. Shine my shoes, [ command you.
k b. Please raise my pay, I implore you.
c. Don't ask for the custody of the pelican, I advise.
you, Mrs. Schwartz.
d. Appoint Frank Sinatra director of the FB1, ‘'l urge you,
Mr. President.

The d15cu=-ton in Searle (1977) clarifies what is at the bottom of the
similarity between advisories and xmperatxvos they are the kinds
speech acts where the "point' of the act is to get the addressee to do the

thing in queqtion When successful, an imperative act gets the addreqss~'}A~‘

to do the thing in question because it is the speaker's desire, and af .
advisory act gets him to do it because it is LQOd (for him, or for the’
speaker, or just plain good). However, at the mément I do not see how
to incorporatc Searle's notion of "?oxnt" inte the system of semantic rep-
resentation that I have been using.

I now turn to behabitives. Surface appearancnq to the contrary, wishing
a person a happy -birthday does not consist in expressing a wish that his
birthday will be happy. Indeed, telling a person that you hope he will
enjo¥ his birthday does not really constitute wishing him a happy birth-
day In wishing a person a happy birthday, onecis acknowledging thadt it
‘is (or soon will be) ‘that person's birthday and that one owes the person
that acknowledgement. Likewise, congratulating a person’ on his promotion
does not consist in telling him that you are glad .that he was promoted;
for example, you don't congratulate a person by %aying, "I'm glad that you
were promoted, since that means that you will be able to pay me the money

_vou owe me.'" On the other hand, saying, "I'm del1ghted that you wetre prc -

moted" can be an act of. congratulating, if it is done for the right reasons.
In congratulating; as in most behabitive acts, the spedker is not simply
informing the addressee of his feciings but is -expressing those feelings
{or feigned facsimiles of feelings) as an 2ct of homage to the addressee.
To congratulate a person for. something is not to inform him that you are
.glad about it, and to thank a person for something is not to inform him.
that you are grateful for it, since to inform a person of something it is
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necessary that he not yeo hnow it, whereas to congratilate or thank a
person. it is irrelevant whether he already knows that you are glad or that
you are grateful. Indeed, if a person savs, "U'm overy happy that yau were .
promoted," méaning to congratulate vou, it would be nos merely rude but a
won sequitur: for you to veply "L already know that.' -

My best guess as te the semantic structure ot behabitives is that they
are bencfactive constructions, c.e. that "I thank you for helping me"
means something like "1 offer to you my statement that 1 oam grateful to you
for helping me." This would mahe behabitives a special case of whatever
class of perfomative verbs give and ofrer {(as an I otfer you these flowers
as a token-of my esteem) belong to.  Operative.and commissive are the only
obvious possibilities; and | think give and_ofrer -make clear that no real
line can be drawn between operatives and commissives: acts of giving and
offering bring about something which is only somewhat a commitment on the
part of the speaker (namely the commitment to give up any claim on the
disposition of the gift; in the vase of orrfor, this commitment is contin-
gent upon the benificiary's accepting it).

The above sketch will not fit some verbs which Austin included, to my
,mind incorrectly, under hehabitives. challenge, dare, defy. Those three
}‘vcrbs shouid perhaps be cualled commissives, since they amount to bets

("I bet that you won't have the guts/ability,/chat:puh/... to X").

Austin's obscrvations about verdictives, us contrusted wi.th exercitives
and commissives, anount to saving that in semantic structure verdictives
involve a complement in the irdicative mood .(i.c. something which purports
to be true or false), whereas exercitives and commissives involve some
other kind of complement. For cxample, I diaghose Mrs. Mcronigle's
disease as cirrhosis of the liver has a semantic structure involving the
proposition that Mrs. McGonigle's discase is cirrhosis of the liver, and
itis appropriate to respond to a verdictive utterance by expressing

-agreement or disagreement with that proposition.. This contrast can be
secen in adjuncts which modify the cembedded ¢lause:

(7) a. Harry estimated that the repairvs would cost $200, which was
truc/correct. - :
b. Harry ordered Susan to kiss him, which wuas true/correct.

This characteristic is shared with expositives (except for subelasses 3a
and 7}, and the quqétion arises as to whether there is a sys;cmatic dif-
ference between veddictives and expositives. That there i§ a systematic
difference is suggested by the fact that, quite generally, verdictives do’
not allow would like to or let me .aen usced performatively, whereas ex-
positives do. I think the following fact gives.a clue as to the diffev-
ence. It is much easier to imagine u situation in which (Sa) would be
appropriate than a situation in which {8b) would be:

(8 a. Since Mrs. McGonigle wns admittcd to the hospital,
N Dr. Novotny has stated fifty times that she is
suffering from cirrhosis of the liver.
b. Since Mrs. McGonigle was admitted to the hospital,
Dr,- Novotny has diagnosed her ailment fifty times
as cirrhosis of the liver. S
(8a) suggasts that Dr. Novotny has held a single opinion stcadfastly since
he first examined Mrs. McGonigle. (8b) suggests that he has recurring
doubts or tHat thc other doctors keep challenging him, nnd that he keep
reexamining: her, only to keep urriving at the same diagrosis. . When a
doctor diaﬁnoses a patient's ailment, he puts nis judgcment of the patient's
ailment in}o the record. He can make a new diagnosis'only when his pre-

| .
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' vious diagnosis has been rendered no sonper part of the record (for example,
because of his coming to doubt his carlier judpement) and there is . again
an empty space in "the record” tor his judeement. - But one can state same-
thing regardless ot whether he is already on the record as holding the view’
- which he states. In this respect, assuming that diagnose is typical of
- verdjrtives and state of eapositives, then verdictives behave Tike opera-
- © tives, impérntivos. advisories, and commissives, whereas expositives behave
like behabitives. | can thank yon tor helping me even it 1 have already
thanked you (indeed, onc often savs things Like Thanks again for helpin,
me). However, the Pope can excomaunicate Bing Croshy apain only if Croshy
has in the meanrime made amend.: and hias once more oecome o Catholic in woud
standing. Similarly, | can order you again to shine my shoes only it the
carlier order is no longer in torce (becanse yon have discharged it or |
have withdrawnn it or the deadline for yvonr obeying it has elapsed)y; 1 can
advisce you again to change all yonr dollars into yen only if cither | have
withdrawn my carlicr advice or the sitnation has changed so as to.render my
earlier advice inapplicable; and | can promise vou again to prootfread your ar--
ticie only if you have relieved me of the obligation which 1 had oviginally
contracted.  This snguests that verdictives have a semantic strgture along
the lincs ot "I say, thut it comesg, abont that it is on the record that |1
believe that R
My remark that Dr. Novotny can state fitty times that Mrs, McGonigle
iv suffering from cirvrhosis of the liver, without his having changed his
mind or anvthing cl-¢ having happened, implics thut cxpositives, at least
insofar as stote.is typical of them, are not causatives, whereas verdic-
tives, operatives, impoﬁutiVHs, advisorics, and commissives are. Actually,
‘there arc some varbs which Austin Classes as eappsitives which appear to be
causatives, particularly in his subslasses 5 and 8o Correct, repudiate,
retract, revise, take back, and witixiraw arve of interest because of their
relationship to illocutionary <c¢ts of other types:  you can correct an
estimate or repudiate a diagnosis, tor example.  These verbs all meuan
something like “ciuse oneself to cease to be on record as holding that §"
{or in the casc of corroct and reciae s Cciuse onesclt to be on record as
! holding that 8] instead of being on record as holding that Sa"). However,
“this leaves a sienificant mystery: if they have semantic structnres like
verdictives or operatives. why do they allow would Tike to and fet me when
uscd, performatively, which expositives normally allow but verdictives and
operatives do not? . .
There are two other subclasses of Austin's expositives which are aross-
ly differvent trom the rest: the interrogative verbs {group 3u) and the

digsconrse structure veroas torowp T Other expositives tahe indicative
declarative complements.  ilowover, wroup 3a takes dependent questions as
complements and group 7 tuses pertformative complements (indeed, generally

expositive or hehabitive complomentsy, eacept for rurs ro, Whitch does not
take o complement but a NP that describes the neat point oin the "apomla:”

(9 a. I wonld Fike to begin by askine whether vou subseribe to Mad
Magazine. .
b. lLet me conclude by expressing my gratitude to the wondertul
" people who invited me here.
c. I now turn to the question of whether performative deletion
involves an essentinl variable. )

[t seems obvinus to me that the items in gronp 7 are the same ones which
appear in such sentences as:
(18) a. Dr. Novotny began the operation by making an incision

in Mrs. McGonigle's right carlobe.
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b, John Gage concluded his performance by pouring coffle into
a cello while four scantily clad girls turncd the pegs
and plucked the strings.

Sentences such as (9b) have a deleted object which refers to whatever .
undertaking the utterance is being conceived as part of (a-speech, wun
argument, etc.). It is my conjecture that these sentences have the same

" semantic Structurc as sentences with non-restrictive clauses as in:

(11) Dr. Novotny madec an incision in Mrs. McGonigle's right
earlobe, which [=Dr. Novotny's making the incision]
was the beginning of the operation.

This proposal is attractive in that it at least allows one to say that in
semantic structure the emhedded performative in (9b} is not embedded, i.e.

" that "My expréssing gratitude...is the conclusion (of this talk)” would be
‘external to "I express gratitude..." in the semantic structure of (9b). The

exact details of this proposal would defend on an account of non-restric-
tive clauses, a topic which i$ of considerable velevaace lhiere since, as has
been pointed out many ‘times, a non-restrictive clause has its own illocution-

. ary force over and above whatever illocutionary fcrce the sentence to which

it is adjoined has. .

There is recason to proposc a similar analysis for answer, rejoin, reply,
and respond (group 3). Note that these verbs can also be used with em-
bedded performatives:

(12) a. I would reply by statiig that political officés in
Chicago are hereditary.
b. | Let me respond by askin; whether your premises are /

i

Tz _consistent.

c. '1'd like to answer by denying that I have ever suppor{ed
minimum wage laws. : ' . ;

It is my conjecture that in scentences like (13) an embedded performative
has been deleted: ‘ . '

(13) a. I would reply that political offices in'Chicago are
hereditary.
b. I'd like to answer that I have never supported minimum
wage laws.

Putting this conjecture together with that of the last paragraph, it would
be logical -to conjecture that X reply to Y that § would have a logical
structure along the lines of "X say, to Y that &, and X's doing w is a
reply to (what Y asked)," or whatever analogue tc this best fits what is
known about non-restrictive clauses. The deletion of an embedded per-
formative such as in (13) may also be involved in sentenc.es such as:

(14) T repeat that [ have to leave by 11:30., )
though repeat evidently involves a—different semaytic structure than does
reply. . N

I have so far been commenting on rclatively atypical expositives and
have had hardly anything to say about such garden-variety expositives as
state, declare, and remark, primarily because I have, in fact, very little
to say about them. Their ‘meanings all seem to involve "I say that S,'".but
I have no clear picture of what else they inyolve and how:they differ from
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one another, @xcept that it lis ¢lear that they differ’in all sorts of*ways.
For example, when used non-porformntivulh; mention is tfactive but state is
not, a#’ the following examples illustrnt&qﬂfr .

* (15) a. Did Prof. Schwartz state/mention thyt the moon revolved
. - about the sun? ' .
b, Prof. Schwartz didn't statce/mentioh that the moon
revolves about the sun. X*J

In any event, it appears that the performativity of garden-varicty pertorma-
tives belongs to the "say'! part of their meanings.  Further investigation ‘
of what clse may be involved in the meaning should also take into account
Austin's important obsecrvation that cxpositives "make plain how our
utterances fit into the course of an argument or conversation,' a point

that I have not done justice to here. .

I have given a sketch of performative verbs here, and [ think that in
the course ot it I have gotten a lot closer to the answer to one of the
Questions with which this paper began, namely that ©f what makes per- )
formative verbs performative. Specifically. the performativity seemed to
be attributable in ecu<in case to one of two things., Verdictives, opcéutivcs,
imperatives, advisorics, and commissives all refer to a linguistic act and
something that comes about as part of that act. Most behabitives and ex-
positives refer to acts of saying that S, with the meaning of ‘the verb
being allowed to incorporate motives, etc. Verbs such as begin uand
conclude were suggested to be not really purformntivd‘thcmSCIVCS but to be
non-restrictive ¢lauses which can combine with a-wide range of performatives.
[ regard it as fairly plausible that these two characteristics are the onlty
bearers of performativity, though it will take a lot of serious and detailed
lexicography to cstablish that. It is of interest that I have ended up
Wwith two sources of performativity rather than one, since the two kinds of
illocutionary acts that they chrrespond to are fairly close matches to what
Austin called "performative” and “constative." The performative-consta-
tive distinction thus may be alive and well after all, though taking a
quite different form from what Austin considered, since, for example, my
analysis allows for the possibility of a clause being both constative and
performative at the samec time, as in the case of behabitive acts, in which
one is generally both stating something and offering the act of stating it,

. FOOTNOTES

' These two tasks do not differ greatly, since to every performative verh
there corresponds an illocutionary force which utterances in which the verb
is used performatively have. The two tasks differ principally in that
{a) distinct performative verbs may be synonymous and thus correspond to the
same illocutionary force, and (b) there can be illocutionary forces to which
No performative verb corresponds, as in the case of "echo-questions" (You
tried to burn down what?) and cxclamations (Boy am I hungry!; see N.
McCawley 1973), which are distinct types of speech acts but correspond to
no performative verb. ' . '
This observation is due to Zwicky (1971). .
“¥ See Fraser (1974) for a more detailed treatment of syhtactic differences
among performative verbs. o
That saying (1b) can be an act of estimating is shown by the ﬁggt that
it can be reported as "He then cstimated that the repairs would cost $200,"
" with-the reference of then being the time of the speech act. 7
Since this tabie purports to summarize over 1,000 graraaticality -.
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_ Cite shduld mot bhe  taken too scriougly.
9 Other-than fotéjve, which might beheld toihcuun operiative dnvwiay .
7.7 In the'discussion below, | will not only rdfer to verdivtive verbs,
cofimissive verbs, cte. hut <o verdictive speech acts, commissive speech
Cacts; .etc., by which [ will mean illocutionaryiavts which can be deséribed
by a verdictive verb, by a commissive verh, oté. Actually, this is upside-
down: [ should define "verdictive act™ directly und detfine "verdictive
verb" as a verb wh.ch describes a verdictive act. , )
. 8 . 0r at least, T take Austin to have intended his term "perlocutionary
" effect"-only to cover effects in the addressec which come abouat as a result
of his understanding what was said. : -
9 One important respect in which this.approximatc semantic structure is
_inadequate is that it fails to indicate any relationship of the specch act
to "the record. Nixon cunnot appoint Autry ambassador to France simply by
saying to him in private "1 herchy appoint you ambassador to Yrance': the
act of appointing must involve somehow miking the President's decision a
matter of record. - This is true even i the bizarre case of the Pope
creating cardinals in pectore. What makes Bishop X a cardinal is not the
Pope's decision that he should be a cardinal but his incorporatinyg that
decisionginto the celestial record by communiciting it to the celestial
record-keeper, God Himself. ] o N .
10 Anotker important class ot sentences which-are imperative in form and
whose point is to get the addresscée to do the thing in gquestion is printed
instruct ions (sce Sadock 11974] tor further dischssion of them) such as
"Just add water and.-mix to g vreamy consisteney.” lowever, not afl
sentence: of imperative form have the point of wetting the addressee to
perform the action in question, c.g. "Take one’ more step and ['11 shoot.”
Il Nor, indeed, does saving, "I wish vou an }wﬁqyuhlp birthday.”
12 This example refutes the ogvasionally éncounteted proposal that the
complement of order is simpty i future indicative clause.” If such were
the case, there wouldebe no obstacle to deriving (7h) from a structure,
that contained two occurrences of Susan will kiss Harry, since It is true
that Susan will kiss Harry is grammatical. Notd that the infinitive form
posés no ohstacle to a non-restrict ive clause: Japoleak claimed to be a
‘ ?geat general, which was truc. S
: One important verb which Austin clusses as averdictive but probably
should he considered an operarive is accuse. As 1 have pointed out (1974},
an accusiation is not simply a statement that a person Jdid some-evil deed;
it i< mude in order to create a situation of jeopiardy, k.o, A situation
in which the person accused must defend himself successfully against the
charge if he is to avoid some punishment. 1f vou 'tell a person that, under
the influence of some evil weed, he has raped and strangled his mother, you
aren't accusing him if vou are telling him simply to inform him and there-
by he.- him avoid wetting caught by the polive, though you are accusing him
if you.ure his mother's lover and are about to revenge yourself upon him
~unless he quichly comes up with an alibi. -
14 curiously, there are adts of mentioning which do not allow performative
use of mention. For example, if the point_of your argument ds that taxa-
 tion is immoral, vou cannot vonclude the argument by saving I mention that
taxation is immoral. However, in stating vour conclusion in any normal
way, you do mention that taxation is rmmoral, and if someone asked me
whether you had mentioned that, 1 would have to.answer that you had.
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A Classification of lllocutionary Acts
John R. Searle
University of California-Rerkeley |

’

I. Introduction.

The primary purpos: of this paper is to develop a reasoned ciassification
of illocutionary a ts iato certain basic categories or tyses. It is to
answer the question: How many kinds of illocutionary acts ure there?

" Since any such attempt to develop a2 taxonomy must take. into account
Austin's classification of illocutionar» acts into his five basic categor-
ies of verdictive, expositive, exercitive, behabitive, and cuommissive, a
second purpose of this paper is to az:ess Austir  =lassification vo show
in what respects it is adequate und in wital respects iradequete. Further-
more, since basic semantic-differences are likely to have syntactical con-
sequences, a third purpose of this paper is to show how these different
basic illocutionary types are realized in the syntax of a natural language
such as English. :

In what follows, I shall presuppose a familiarity with the general
pattern of analysis of illocutionary acts offered in such works as Austin,
How to Do Things with words (1962), Searle, Speech Acts (1969), and '
Searle, "Austin on Locutionary and Illocutionary Acts' {1968). In particu-
lar,. I shall presupposc a distinction between the illocutionary force of
an utterance and its propositional content as symbolized

F(p).
The aim of this paper then is to classify the dirferent types of F.
II. Different Types of Differences between Different Types of Illocutionary
Acts.

Any taxonomical ettort of this sort presupnoses criteria for distinguishing .
I ! 8

-one (kind of) illocutionary act from another. What are che criteria by

which we can tel) that of three actual utterances one is a report, one a
prediction, and one a promise? [r order to develop higher order genera,

we must first know how the species promise, prediction, report, etc. differ .
one from another. .khen one attempts to answer that question, one discovers

"that there are sev.ra!'quite different principles of distinction; that is,

there are different kinds of differencés that enabie us to say that the
force of this utterance is different from the force of that utzerance. For
this reason the metaphor of force in the expression "illocutionary force"
is misleading, since it suggests that different illocutionary forces occupy
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- . , - . .
different poslitions on u single continuum of force. WEAt 1s Zctually the
case is that fthere are several distinct criss-crossing continua. A.re-
lated source Ff‘confhsiop is that we are inclined to confuse illocutionary
verbs with types of illocutiorary acts. We are inclined, for example, to
think that where we have twe nons.nonymous illocutionary verbs they ‘must
necessarily mark two different Kinds of illocutionary acts. In what follows,
1 shall try to keep a clear distinction between illocutionary verby and
illocutionary acts. lllocutions are a -part of languiage as opposed to par-
ticular languages. I!llocuticnary verbs arc always part of a particular’,
language: French, German, English, or ‘whatnot. Differences in illocutionary
verbs arc a good guide but by no means a sure guide to differences in
illocutionary acts. n o .

It seems to me there are (at least) twc[xc significant dimensions of
variation in which illocutionary acts differ one from another and ! shall--
1l too briskly--list them. ' 7 Co

Il. Differences in the point (or purpose) of the (type of) act.

~ The point or purpose of an order can be specified by -saying that-it is
an attempt to gect the hearer to do somethingl The point or purpose of a
description is that it is a representation (true or false, accurate-or in-
accurate) of how somcthing is. The point or purpose of a promise is that
it is an undertaking of an obligation by the speaker to do samething.  These
differences correspond to the essential conditions in my analvsis of illocu-
tionary acts in Speech Acts (Scarle 1909, Ch. 35).. Ultimately, 1 believe,’ .
essential conditions form the best basis for a taxonomy, as 1 shall attempt
to shuw. It is important to notice that the terminology of "point" or
"purpose'” is not meant to imply, nor is it based on the view, that cvery
illocutionary act has a definitionally associated perlocutionary intent.

For mxty, perhaps most, of the most important illocutionary acts, there is
no essential pertocutionary intent associated by detfinition with the cor-
responding verb, e.g., statements and promises arc not by definition
attempts to produce perlocutionary effects 'in hearers.

« The point or purpose of a type of illocution I shall call its illocu-
tionary point. Illocutionary point is part of but not the same as illocu-
tionary force. Thus, for example, the illocutionary point of request is
the same as tkat of communds: both arce attempts to get hearers to do some-
thing. But the illocutionary forces are clearly diffevent. In general, L
one can sav that the notion of illocutionary force is the resultant.of
several clements ¢ £ which illocutionary point. is only one, théugh, 1 believe,
the most imporiant one. '

2. Differences in the direcstion of fit between words and the world:
. . . - h A\ ' .
Some iltoentions have as part of their illocutionary point to get the
words (more strictlv. their propositional contenti to match the world, others
to get the world to match the words. Assertions and in the former category;

promises and requests are in the latter.  The best illustration of this

distinction 1 know of is provided by Miss Anscombe (1958). Suppose a man
goes to the supermarket with a shopping list given him by hi< wife on which
are written the wosds "beans. vutter, bacon, =nd bread.'  Suppose as- he gues
around with his shopoing cart selecting these items, he is foliowed by a
detective whu writes down eve 'ything. he takes. As they emerge from the
store, both shopp-r and q;:cttﬁvc wilb-have identical lists, But the func-
tion of the two. lists will be auite-dirferen:. In the vase of the . shopper's
list, the purposc of the list is, so rto speak, to get the world to r~toh

the words;, the man is supposeu to make his.actions fit the list. In the

S S
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‘case of the detuctive, the purpose of the list is to.make the words match.
: the world; the man is supposed to make the list fit. the actiops of the
" shopper. "This can be further demonstrated by observing the role of "mis-
take'" im the two cases If the detective gets home and ~uddcnl\ realizes
that the man bought poxk chops instead of bacon, he can simply erase the
word '"bacon' and write "pork chops." Rut if the shopper gets home and his
"wife points out he has bought pork chops when he should have bought bacon,’.
he cannot correct the mistake by crasing "bacon' from the list and writing
"'pork ‘chops." ~ .
.. .Int these examples the 11st provides the propo~1txonal content of the
,illocutlon. and’ the illocutionary force cetermings how that content is
supposed to relate to the world. I propose to call this difference a
~difference in direction orf fit. The detective's.list has the word-to-
world direction of fit (as Jdo statements, descriptions, assertions, and
- _explanationd\' the shopperts list has the world-to-word diccction of 'fit
(as do requests, commands, vows, promises). [ rcprescnt the . word:to-world
direction of txt with a downhdrd arrow thus + and the world-to-word dirs
ettion of fit with an upward arrow thus t. Direction of fit is alwuys a Y
conisequence of illocutionary point. It .would b» very clegant if we could
build our taxonomy entircly around this distinction in direction of fit,
- but. ‘though it will figure largely in our taxonomy, ' am unable.to make it
the &ntire hnsn: of the distinctions.

. (
3. wLirferences in expressed psgehological strates.

‘A man who' states, explains, asserts, or claims that p expresses the !
beliéf that p; a man who promises, vows, threatens, or pledges to doa
expresses an intention to do A; o man who orders, commands, requests il to
do A expres.es a desire (want, wish) that H do A; a man who apologizes for
aoing A expresses regret at having done Ay cte. In gcncrni. in the per-
formance of any illocutionary act with a propositional content, the qncaqu,__
expresses some attitude, state, ete. to that propO\ltiuﬂdL‘LUﬂtcnt “Notice
that this holds even if he [s_insinevrer @Ven if he does not have the belief,
(desire, intentiony Fégret, or pleasure which he exoresses,the nonetheless

“expresses a belicf, desire, intention, regret, or pleasure in the pertor-
mance of the speech act.  This fact is marked linguistically by the fact
that it is iinguiscically unacceptable (though not scelf-contrudictory) to
conjoin the explicit perforinative verb with the denial of the cxpressed
‘psychological state. Taus one cannot sav, "1 state that p but do not be-
lieve that p," "1 promisc that p but I do not inténd that p,' ete, Notice
that this oaly holds in the first person performative use.  Oneican say
"He stated that p but didn't really bebieve that p." "1 promise that p
but did -not really intend to do it ete.  The psychological state ex-
pressed in the performance of the illocutionary act is the siacerity con=
di;ion of the act, as analyced in Speech Acts, Ch. 5.

v If one tries to do a classifitation of illocutionary acts bazed en-
tirelv on diftferently expressed psychological states (differences in the
sincerity condition), ‘one van pet quite a long way. Thus, belief collects
‘not only statemenis, asscertions, remarks, and explanations, but also re-
ports, claims, deductions, and arguments. ITutention will collect promises,
vows, threats,. and pledges. Desire or want will collect requests, orders.,
command:, askings, praters, pieadippgs . beggings, and ‘entreaties.  Pleasure
doesn't collect quite so many--conzratulations, felicitations, weleomes,
and a few others.” : : . : .

fn what follow<, ‘1 shall svmbolize The expressed psychielogical state
with the capitatized inicial letters of the corres pondxng verb, tho "B
for holieve, "W'" {or want, ! for intend, ctoe.

‘~4. ) | . . . 4-) '
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Theze three dimensions--illocut:onary point, directier o: f£it, and
siacerity condition--seem to me the most important, and | will build most
of my taxonomy around them, but there arc several others thdt need re-
marking. p

4. Diffeiences in the force or strength with .which the
illothionarg poiat is presented,

Both '"I suggest we go to the movies" and "1 insist that we go to the
movies'" have the same illocutionary point, but it is presented with differ-
ent strengths./ Analogously with "1 solemniy swear that Riil stole the
money" and "I jguess Bill stole the money." Alcng the same dimension of
illocutionary/point or purpose there may be varving degrees of strength or

I

commitmeht. .
5. ,Differences in the status or position of the speaker
/and hearer as these bear on. the illocutionary force

/ of the utterance.

If th} general asks the private to clean up the room, that-is in all
likelihogd a command or an order. If the private askes the general to
clean up/ the room, that is likely . to be a sugpestion or proposal or request
but hot/dn order or command. Thx% feature corresponds to one of the pre-
pa*atorv conditions in my analy:is in Speech Acts, Lh 3.

6. Dxfrerences in the way the UCCerance'rclates to the

Interests of the speaker and the heatur - :

'

" Consider. .for example, the differences between boasts and laments,
between congratulations and condolences In these two pairs, one hears
the:difference as bcxng between what is'or is not in the interests of the
speakcr and hearer respectively. This feature is another type of prcpnra-
tory condition according to the 1nnl\~1 in Specch Acts.

7. Differences in relations to the rest of the discourse.

-Some performative expressions =erve to relaté the utterance to-the

Jrest: of the discourse (and also to the surrounding contexty. Consider,

for example, "1 reply,” "1 deduce,” "1 conclude,” and "1 ohject.” These

- expressjons serve to relate utterances to other utterances and to the
‘surrounding context. The features they mark scem mostly to involve
.utterances within the class of statements. In addition to simply stating

a proposition, one may state it by way of objecting to what someone ¢l se
has said, by way of replying to an carlier point, bv way of deducing it
from certain evidentiary premises, etc. '"lowever,'" "morcover," and "there-
fore" also pertorm these discourse relating functions.

8. Differences in propositional content that « 2 detetﬁincd
by il'ccutionary force indicating devices. ’

The differences, for example, between a. report and a prediction involve
the fact that’a prediction must be about the future, wherecas a report can
be about the past or present. These differenzes correspond to differences
in propositicnal content conditions as explained in Speech Acts:

9. Differcnces.beiwccn those acts that must always be
specch acts and those that can be, but need not be,
performed as speech acts.

0
40



O

ERIC

Aruitoxt provided by Eic:

—_—

A Cldssificacioh of Illocutiorary Acts - 31

For example, one may classify things by Qaying;‘“l classify this as

. an A and this as a B." But, one need not. say anything at all in order to

be classifying; one may simply throw all the A's in the A box and all the
B's in the B box.. Similarly with estimate, diagnose, and conclude. 1

may make estimates, give diagnoses, and draw conclusions in saying, "I
estimate," "1 diagnose," and "'I.conclude,;" but in order to estimate, diag-
nose, or conclude it is not necessary to say anything at all, [ may simply
stand before a building and estimate its height, silently diagnose You as

a marginal schizophrenic, or conclude that the man sitting next to me is
quite drunk. In these cases, no speech act, not even an internal specch
act, is necessary. ' S '

10. Differences between those acts that require extra=
linguistic institutions for their performance and
those that do not., Co

There are a large number of illocutionary acts that require an extra-
linguistic institution, and generzlly, a special ‘position by.the speaker
and the hearer within that institution in order for the act to be performed.
Thus, in order to bless, excommunicate, christen, pronounce guilty, call
the base runner out, bid, three no-trump, or declare war, it is not suffic-
ient for any old speaker to say to_any old hearer "I bless,'" "1 excommuni-
cate," etc. One must have a position within an extra=linguistic institution.

"Austin sometimes talks as if he thought all illocutionary acts were like

this, but plainly they are not. 'In order to make a statement that it is .
raining or promise to come and sce you, I need only obey the rules of lan-
guage. No extra-linguistic institutions are required. This feature of
certain speeéh_acts, that they require extra-linguistic institutions, neceds
to be distinguished from feature 5, the requirement of certain illocution-
Ary acts-that. the speaker and possibly the hearer as well have a certain
status. Extra-linguistic institutions often confer status in a way re-
levant to illocutionary force, but'not all uifferences of status derive
from institutions. Thus. an armed robber by virtue of his possession-of .
a gun may order as opposed to, for example, ‘request, entreat, or implore
victims to raise -their hands. But his status here does not derive frém a
position within an institutien but from his possession of a weapon. /

11. Differences' between those acts where the correspondin
‘illocutionary verb has a performative use and those
where it does not,

Most illocutionary verbs have performative uses, c¢.g., "state,' ''prom-
ise,'" 'forder,' "conclude." .But one cannot perform acts of, for example,
boasting or threatening by saying, "I hereby boast," or "1 hereby threaten.”
Not all illocutionary verbs are performative verbs. .

12, Differences in the Style of performance of the
illocutiorary act.

_ Some illocutionary verbs serve to mark what we might call the special
style in which an illocutionary act is performed. Thus, the difference

_bétween, for example, announcing anc confiding need not involve any dif-

ference- in illocutionary peint or. propositional content but only in the
style of performance of the illocutionary act.

T1I. . Weaknesses .in Austin's Taxonomy.

: s ) .
Austin advances his five categories very tentatively, mdre as a basis for
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discussion than as a sct of established results. "I am not,"” he Savs,
"putting any of this forward as in the very least definitive” (p. 151). 1°
think they form an excellent basis for discussion, but I alse think that
the taxonomy nceds to be seriously revised hecause it contains. several weak-
nesses. Here are Austin's five catesories:

Verdictives. These "consist in the delivering of a tfinding, official
or unofficial, upon evidence or reasons as to value or ffact so faF as these
are distinguishable." Examples of verbs in this cliass are: acyuit, hold,
calculate, describe, analyze, estimate, date, rank, assess, and character-

Exercitives. -One of these "is the giving of a decision in favor of
or against a certain couyrsé of action or advocacy of it..."”, "a decision
that something is to be so, as distinct from a judgment that it is so."
Some examples are: order, command, direct, plead, beg, recommend, entreat,
and advise. Request is also an obvious example, but Austin does not list
it. - As well as the above, Austin also lists: appoint, dismiss, nominate,
veto, declare closed, and declare open, as well as announce, wiarn, pro-
claim, and give. ] ) . .
Commissives. '"The whole point of a commissivie," Austin tells us, "is
to commit the speaker to a certain course of action.” Some of the obvious
examples are:  promise, vow, pledge, covenant, contract, guarantee, embrace,
and swear. - ‘ . . .
Expositives "arc used in jcts of exposition invalving the cxpounding
of views, the conducting ot arguments and the clarifying ot usages and

-

.references.”  Austin gives many examples of these; among them are: affirm,

deny, emphasize, illustrate, answer, report,-aceept, object to, concede,
describe, class, identify, and call. . . : :

Behabitives. This cluss, with which Austin was very dissatisfied ("a
shocker,” he called it), "includes the notion of reaction to other pesple's -

- behavior and .fortunes and of attitudes and . xpressions of attitudes to some-

one clse's past conduct or imminent conduct.”"

. Améng the examples Austin lists are: apologizey thank, deplore, com-
miserate, congratulate, felicitate, welcome, upplhudblcriti:o, bless, curse,
curde, toast, and Jdrink. But also. curiously: dare, defy, protest, and
challenge. : . o . ’

The first thing to notice about these lists is thut they are not clas-
sifications of illocutinnupy acts but of Englisn illocutionary verbs. Austin
seems to ass.omc that a c¢lassiJication of Jdifferent verbs is eo ipso a.clas-
sificdtion of Kinds of illocutionary acts, that any two non-synonymons verbs
must mark different illocutionary acts: But there is no reason to suppose
that this is the case. As 'we shall see,” some verbs, for example, mark the
manner in which an illocutionary act is performed, c¢.g., "annoance." One

‘may anpounce orders, promises, and reporrs, but anrcuncing is not on ull

fours with ordering, promising, and reporting. Announcing, to anticipate a
bit, is not the name of a type.of illocutionary act, but the way in which

sore illocutionary act is performed. An announcement is never just an an- -

nouncement. It must also bhe a statement, order, etc.

" Even granting that the lists are of jllocutionary verbs and not neces-
sarily of different illocutionary acts, it seems to me one can level the
following criticisms apainst it. .

(1) First, a minor cavil, but one worth noting. Not all of the verbs
listed are cven illocutionary verbs. For example, "sympathize,” "regard
asy' M"meaun to." "intend," and "shall." Take "intend:" it is clearly not
performative. Saying, "I intend"” is not intending; nor in the third per-
son does it,name an illocutionary act: "He intended..." does rot repo}t a
speeth act. Of coursc there s an illocutionary act of expressing-an in-
tention, but the illocutionary werb phrase is. 'express an intentjon," not
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"intend.” - Intending is never a speech act; expressing an intention ustally,
but- not always, is. o ' .
(2) The most. important weakness of thv taxonomy is simply this: There:
is'no elear or consistent principle or set of principles on the basis of
which the taxonomy is constructed. Only in the case of Commissives has

Adstin c¢learly and unambiguously used illocutiomary point as the basis of

the definition of a cateporyv. Expositives, insofar as the characterization:
is clear, scem to be defined in terms of discourse relations (my featurc~7).

Exercitives scem to be at least purtly-defincd in terms of: the cxercise of

authority. Both considerations of status (my feature. 5 above) as well as
institutional considerations (my feature 10) are lurkipg in it. Behabitives
do not seem to me at all wellsdefined (as Austin, I am sure, would have
agreed), but it scems to imvolve notions of what is good or bad for the
speaker-and hearur (tay fcuturo 0) as well as expressions of attitudes (my
feature 3).

(3) Becuuse tHerc is no clear pringiple ot classification and because
there is a pcr\l\tknt confusion between iltlecutionary acts and illocutionary
verbs, there is it great deal of overlap from one category to another and a
great deal of heterouencity within some of the c¢ategories. The problem is
not that therce are horderline cases--any taxonomy that deals with the real
world is likely to come up with horderline viases--nor is it mer:ly that a
fow cases will have the defining characteristics of more than one category;
rather a very larze namber of verbs find themselves smack in the hiddle of
two competing categories because the leHLlPIC\ of classification are un-
systematic. Consider, for example, the verb "desceribe," a very important

*verb in anvhody's theory of speech acts.  Austin lists it as both a verdic-

tive and.an expositive. Given his definitions, it is casy to sce why:
describing can be both the delivering of a finding and an act of exposition,
But then any "act of cxposition involving the expounding of views' could

Calso in his rather special sense be "the detivering of a tinding, official
I . ! t

Cor unofficial, upon ecyidence or reasons.' And indeed, a look at his list of

expositives . (pp. 161-2) is sufticient to show that most of his verbs fit his

" definition of verdictives as well as dots descrive.  Consider "aftfirm,"

tdeny, ' "state,' Uclass,” Uidentify, conclude,” and "deduce.' A1l of tHese
are listed as expositives, but they could just as easilv-have been listed
ds verdictives. The few cases which are ¢learly not verdictives are cases
where the meaning of the verb has purely to do with Jiscourse relations,
e.¢., "begin by, “turn tu,” ov where there is'no guestion of cvidence or
reasons, c¢.ug., "postulate,” Treglect,” “"eall," and, "define." But then that
is really not sufficient to warrant a separate ciategory, especially since
mony of these, 'bdgin by," VtUrn to,"” "neelect,” die not names ot illocu-

Ctionacy acts it oall. : .

"Thas Austin lists "lare,

-belong with
.greunds, as [ oshall argue inter. But when we look forv the family that in-"

(47 Not only is there too much overlap tfrom one aJthOX\ to the next,
but within some of the categories there are quite distinet kinds of verbs.
“"dety," and “challienge,” alongside "thanks,"
“apologize." "deplore,” and Mwelcome™ as behabitives, But “darc,'" "dety,
and "'chal lenge' have to do \\ltll thc hoarer's subsequent actions; “they
“order," "command, lnd “torhid" both »n syntactical and semanti

cludes "order.' “command,' and "urge," we find these are listed as Exerci-
tives-alongside "vero,' "hire," and “demote."  But these, deln as L shall
argue later, are in two quite distinct categories.

(3) Related to, these objectipns is the further dlfflLUlt\ that not all
of the verbs listed within the classes really satisfy the detinitions given,

even if we take the definitions in the rvather loose and suggestive manner

that—Austin clearly intends. Thus "nom.nate,' appoint,' and 'excommuni-
cate' arc not "giving of a Jecision in favor of or against a certain course
. ’ . N .
~ ¢ _ /
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_of'action,” much less are they "advocatidg" it. Rather they are, as Austin

himself might have. said, performances of thése actions, not advocacies of
anything. .That is, -in-the sense in which we might agree that ordering,

" ‘commdnding,-and-urging someone to Jo something are all cases of advocating
.“that .he do it, we cannot also agree_that nominating or appointing is also

advocating. When I appoint you chairman, I don't advocate that you be or

xbecome chairman, I make you cha1rman

In sum, there are (at least) six related difficulties with Austxn 3
taxonomy; in ascending order of importance: there is a persistent confusion
between verbs and acts, not all the verbs are illocutionary verbs, there
is too much overlap of the categories, there is too much heterogeneity within

_the categories, many of the verbs listed in the categories don't satisfy the

definition given for the category, and, most important, there is no con-
sistent principle of classification.

I don't believe I have fully- substantiated all six of these charges,
and I will not attempt to do so within the confines of this paper, which
has other aims. I believc, however, that my doubts: about Austin's taxonomy

" will have greater clarity and force after I have presented an alternative.

What [ proposc to do is take illocutionary point, and its corollaries. dir-
ection of fit and expressed sincerity conditions, as the basis for con-
structing a cldssification. In such a classification, other features--

the role of authority, diicourse relations, etc.-- will fall in%to their
appropriate places. . .

IV....Alternative Taxonomy.

In this-section, [ shall present’a list of what I regard as the basic
categories of, illocutionary acts. In so doing, [ shall discuss briefly

‘how my classification relates to Austin's.

. Representatives. The point ov purpose of the members of representatlve
class is t8. commit the speaker (in varying degrees) to something's being the
case, to the truth of the expressed proposition. All of the members of the
representative class are assessable on the dimension of assessment which
includes true and false. Using Frege's assertion sign to mark the illocu-
tioiiary point common to all and the symbols .introduced above, we may sym-
bolize this class as follows: »

o+ B(p)

The direction of fit is words to the world; the psychological state expressed
is Belief (that p). It is important to emphasize that words such as '"belief"
and "'commitment'! are here intended to mark dimensions; they are so to speak
determinable rather than determinates. Thus, there is a difference between
suggesting that p or putting it forward as a hupothesis that p, on the one
hand, and insisting that p or solomnly swearing that p, on.the other. The
degree of‘belief and commitment mayapproach or even reach zero, but it is

‘clear, or will become clear, that hypothesizing that p and flatly stathg

that p are in the same line of business in a way that neither is like re-’
questing. Once we recognize the existence of representatives as a quite
separate class, based on the notion of illocutionary point, then the ex-

“istence of a large nuaber of performative verbs that denote illocutions

that. seem to be assessable in the True-False dimension and yet are not just

. "statements' will be easily expllcable in terms of the fact that they mark

features of illocutionary force which are in addition to illocutionary point.
Thus, for example, consiler "boast'" and '"complain." They both denote re-
presentatives with the added feature that they have something to do with the -
interest of ‘the speaker (condition 6 above). 'Conclude" and 'deduce" are

'
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also representatives with the added feature that they marh certain relations
between the representative illocutionary act and the rest of the discourse
or the context of utterance (condition 7 above). This class will contain
most of Austin's expositives and many of his verdictives as well for the,
by now I hope obvious, reason that they all have the same illocutionary
point and differ only in other features of illocutionary force. The-simplest
test of a representative is this: can you literally characterize it (inter
alia) as true or false. Though, ! hasten to add that-this will: give neither
necessary nor_ suff;c1ent conditions, as we shall sece when we get to my
fifth class.

These points about representatives will, 1 hope, be clearer when I dis-
cuss -my second class which, with some reluctance, 1 will call

Directives.’ The' illocutionary point of these consists in the fact that
they are attempts (of varying degrncs. and hence, more precisely, they are
determinates of the determinablc which.includes attemptingy by the spenV01
to get the hearer to do something. They may be very modest "uattempts,'
as when I invite you to do it or suggest that you do it, or they may be
very fierce attempts as when ! insist that you do it. Using the shriek
mark for the illocutionary point indicating device-for the members of this
class generally, we have the following symbolism:
!+ W (H does A)

-

Want (or Wish or Desire). ‘The propositional content is always that the
hearer H does some future action A. Verbs denoting members of this class

- are "order,' 'command,' 'request,' "beg," "plead,'" "pray,'" "entreat," and
-also "invite," "permit," and "advise.” [ think also that it is clear that
"dare,' '!defy,” and '"challenge,' which Austin lists as behabitives, - are in

this class. Many of Austin's exercitives are.also in this class.
Commissives.. Austin's definition of commissives -scems to ‘me unexception-

able, and I will simply apprdopriate it as it stands with the cavil that

several of the verbs he lists as commissive verbs do not belong in this

class at all, such as '"shall, " vintend,'" “favor," and others. Commissives

then are thosc illocutionary acts whose point is to commit the speaker

(again in varying degeees) te some future course of actien. Using "C' for

the mombers of .this class, penerally we have the following symbolism:

C P o1o(s does A)

The direction of fit is world-to-words, and the sincerity condition is
Intention. The propositional content is alwivs that the speaker S'does
some future€ ‘action &. - Since the direction of fit is the same for commis-
sives and directives, it would give us a morc elegant taxonomy if we could
show that they. are really members of the same category. 1 am unasle to
do this because, whereas the point of.a promise is to commir thc speaker
to doing something (and not necessarily to try to get himseclf to do it),
the point of ‘a request is tc try .to get the hearer to so, somethxng (and
not necessarily to commit or obligate him to do .it). tn order to aﬁﬁlmlldte
the two’'categories; one would have to show that promises are really a
species of requests to oncself (this has been suggested to me. by Julian’®
Boyd) or alternatively one would have to show that requests placed the
hearer under an obligation (this has heen suggested to me by William Alston
and John Kearns). I have been unable to make ecither of these analyses
work and am left with the inelegant solution of two scpnratc categories
with the same direction of fit.

A fourth category I shall call,

5i.- °
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Expressives. The illocutiunary point of this class is to cxpress the
psychological state.specified in the sincerity condition about a state of
affairs specified in the propositional content. The paradigms of Fxpress-
ive verbs are '"thank,” “conhrdtuldtc " "apologize,' "condole," "deplore,'- .
and "welcome." Notice that in expressives there is no direction of fit.

In performing an expressive, the speaker is neither trving to get: the world
to match the words nor the words to match the world, rather the truth of.the
expressed proposition is presupposed. ‘thus, for example, when T apologize
for having stepped on vour toe, it is not my purpose cither to claim that
your toe was stepped on nor to get it stepped on. This fact is neatly re- .
flected in the syntax (of English) by the fact that the paradigm expressive
verbs in their performative occurrence will not take that clauses but re-
quire a gerundive nominalization transformation ‘(or some other nominal).

One cannot say: '

*1 apologize that I stepped on your toe;
rather the correct English is,
I apologize for stepping on vour toe.
“Similarly, one cannot have:
*1 congratulate you that vou won the race.
nor
*I ghank vou that vou piid me the money.
One muast have: .
I congrata :te you or winning the race (congratulatiohs*on winning
thc race) . . .
I thank you for paving me the money. (thanks for paying me the moneyj.
These syntactical facts, [ suggest, are consequences of the fact that
there is no direction of -fit in expressives. The truth of the proposition
expressed in an expressive is presupposed. The symbolization therefore of
this cluss must proceed as follows: :
E 9 (F) (S/L + property)

‘Where "E" indicates the illocuationary point common to all expressives, "
is the null symbot indicating no direction of fit, () is a variable ranging

~ over the different possible psychologicdl states expressed in the perfor-

mance of the illocutionary acts in this class, and the propositional content
ascribes some property (not necessarily an action) to either S or H. I can
congratulate you not only on your winning the race, but also on your good
looks. - The property specified in the propositional content of an expressive
must, however, be related to S or H. I cannot without <ome very special .
assumptions congratulate you on Newton's first law of motion,

[t would be cconomical if we could include all illocutionary acts in
these four classes and would lend some further support to the generdl .
pattern of analysis adopted in Speech Acts. but it. seems to me it is still
not complete. There is still left an important class of cases, where the
state of affairs reprcsented in the proposition éxpressed is realized or
brg?ght into existence by the illocutionary force indicating device, cases
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-where one brings a state of attairs into existence by declaring it to ¢xist,

cases where, so to speak, "saving makes it so.” Examples of these cases
are "1 resivn," "You're fired,” "l excommiNigate vou,'” "1 christen this
ship, the battleship Missouri,” "I appoint you cha.prman,” and "War is hereby
declared." These cases were presented as paradigms in the very carliest
discussions of performatives, but it scems to me they are still not adequate-
ly described in the literature and their relation to other kinds of illocus
tionary acts is usuuliy misunderstood, Let us call this class,

Declarations. It is the defining characteristic of this class that-the
successful performince of onc of its members brings about the correspondence

. between the propositional content and reality; successful performance

i

guarantees that the propositional content corresponds to the world: if |
successfully perform the act of .ppointing yYou chaivman, then vou are chair-
man; if I successfully perform the act of nominating vou as candidadate, then
you are a candidate; if I .successtully perform the act of decliring a state
of war, then war is on; if | successtfully pertorm the act of marrving yvou,
then you are married. . : ’
The surface syntactical structure of many sentences used to perfoim
declarations concenls this point from us beciuse in them there is no surface
syntactical distinction between propositional content and illocutionary
force. Thus, "You'rc tired” and "I resign” do not seem to permit a dis-
tinction between illocutionary torce and propositional content, but [ think
in fact that in their use to perform decluarations their semantic structure:

is:

[ declare: vour emplovment is thereby) terminated.
[ declaver my position is (hershyy terminated.

Declarations bring about some alternation in the status or condition of
the referred to object .or abjects solely by Virtue of the fict that the e
declaration has been successtully performed.  This feature of decluarations
distinguishes them from the other categorics.  in the history of the dis-
cussion of these topics since-Austin's first introduction of his distinction
between performatives and constitives, this feature of declarations has not
becn properly understood. The original distinetion between constatives and
performatives was supposed to be a distinction between utterances which are
sayings (constatives, statements, assertions, ctd.) and utterances which
are doings (promises, hets, warnings, ete.). What I am calling declarations
were included in the cluss of performatives. The main theme of Austin's
mature work, #ow to Do Things with Words, is that this distinction collapses.
Just as saving certain things constitute getting married (a "performative')
and saying certain things constitute making promisc (another "performa-
tive”), so saying certain things constitute making o statement (supposcdly
a "constative'). As Austin suw but as many philosophers still fail to see,
the parallel is cxact. Makinga statement is as much performing an illocu-
tionary act as making a promise, a bet, a warning, or-what have vou. Any.
utterance will consist in pertorming onc or more illocutionary acts,

The illocutionary force indicating device in the sentence opcrates on

-the propositional content to indicate among other things the direction of

fit between the propositional content and reality. [In the case of rep-
resentatives, the direction of fit is words-to-world: in the case of dir-
ectives and cormissives, [it is world-to-words; in the case of expressives
there is no dircction of fit carried by the illocutionary force because

the existence of fit is presupposéd. The utterance can't get off the ground
mmless there alrcady is a fit. But now with the declarations we discover

a very peculiar relation. The performance of a declaration brings about

a fit by its very successful performance.  How 'is such a thing possible?
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‘Notice that all of the example¥zwe have considered so far involve an
extra-linguistic institution, a system of constitutive rules in addition
to the constitutive rules of language, in order that the declaration may
be successfully performed. The mastery of those rules which constitute
linguistic competence by thes speaker and hearer is not in general sufficient
for the performance of a declaration. In addition, there must exist an
extra-linguistic institution, and the speaker and hearer must occupy special
places.within this institution. It is only given such in.titutions as the
church, the law, private property, the state, and a special position of the
speaker and hearer within these institutions that one can excommunicate,
appoint, give and bequeath one's possessions, or declare war. The only

- exceptions to the principle that every declaration requires an extra- .

linguistic institution are those declarations that concern language itself,
as for example, when one says, "[ define, abbreviate, name, call, or dub.”
Austin sometimes talks as if all performatives (and in the general theory, .
all illocutionary acts) required an extra-linguistic institution, but this
is plainly not the.case. Declarations are a very special category of speech

‘acts. We shall symbolize their structure as follows:

Dt n(p)

Where D indicates the declarational i)locutionary point, the direction of
fit is both words-to-world and world-i.o-words because of. the peculiar char-
acter of declarations, there is no sincerity condition, hence we have the
null symbol in the sincerity condition slot, and we use the usual proposi-’
tional variable "p. " >

The reason there has to be a relation of fit arrow here at all is that
declarations do attempt to get language to match the world. But they do
not attempt to do it either by describing an existing state of. affairs (as
do‘-representatives) ‘or by trying to get somcong to bring about a future
state of affairs (as Jo directives and commissives):

Some members of the class of declarations overlap with members of the
class ‘of representatives. This is because in certain institutional situa-

" tions we not only ascertain the facts but we need an authority to lay down

a decision as to what.the facts are after the fact-finding procedure has
‘been gone through. The argument must eventually come to an end and issue
in-a decision, and it is for this reason that we have judges and. umpires.
Both, the judzge dnd the umpire, make factual claims, "You are out," '"You
are guilty." Such claims are clearly assessable in the dimension of word-

"Wbpld fit. Was he r~ally tagged off ‘base? Did he really coumit the crime?

‘"hey are assessable in the word-to-world-dimension. But, at the same time,

- both have the force of declarations, If the umpire calls you out (and is

wupheld on appeal), then for baseball purposes you are out regardless of the
facts in the case, and if the judge declares you guilty (on appeal), then’

--for legal purposes you are guilty. There is nothing mysterious about these

cases. Institutions characteristically require illocutionary acts to be

/1ssued ‘by authorities of various kinds which have the force of declarations.

Some institutions require representdtive claims to be issued with the force
of declarations in order that the argument over the truth of the claim- can
come to an cnd somewhere and the next institutional steps which wait on P
the settling of the factual issue can proceed: the prisoner is reifased. N
or sent to jail, the side is retived, a touchdown is scored. Thqﬂqxbsgéhée
of this class we may dub ''Representative declarations." Unlike uﬁga ez
declarations, they share with representatives a sincerity condlt{bn
judge, Jury, and umpire can, loglcally speaking, lie, .but the man whq-
-war or nominates you cannot.lie in the performance of his xllocutandg
The symbollsm for the class of representatlve declaratlons, then; 8 t

R ‘ES‘i - . \
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D+ 1 8(n)

r
Where "D." indicates the illocutionary point "of issuiny representatives with
the force of a declaration, the first arrow indicates the representative
direction of fit, the second indicates the declarational direction of fit,
the sincerity condition is belief, and the "p" represents the proposi¥tional
content. . T .

+ V. Some Syntactical Aspects of the Classification.

"So far, 1 have been .classifying illocutionary acts, and have used facts
about verbs for evidence and illustration. In this section, [ want to
discuss explicitly some points about English syntax., [If the distinctions
marked in section IV are of*any real significance, they are likely to have
.various syntactical consequences, and I now.propose to examine the deep
structure of explicit performative sentences in each of the five categories;
that is, I want to examine the syntactical structurc of sentences containing
the performative occurrence of appropriate illocutionary verbs appropriate
to each of the five categories. Since all of the sentences we will be con-
“sidering will contain a performative verb in the main clause, and a subor-
dinate clause, I will abbreviate the usual tree structures in the following
fashion: The sentence, for exampie, "I predict John will hit Bill," has
the deep structure: : - : -

«

. S\\
./////Np' " ///yp\\\\\\\
I ' . predict s . (i
) NP e
// / ,\
N Aux Vv -\'IP.
.I\'
- John will- hit Bill

I will simply abbreviate this as: 1 predict + John will hit Bill.. Paren-
theses will be used to mark optional elements or clements that arc obhliga-
*tory only for restricted class of tne verbs in ‘question.  Where there is a
chqicé_of one of two €lements, I will put a.stroke hetween the clements,
€.g., [/you. _ - : :
Representative. The deep structure of such paradigm representative
sentences as "I state that it as riining'” and "I predict he will come" is

- a

simply - ' . v »
[ verb (that) + S.- :
‘This class, as a class, providss no further constfaints, though particular

. -
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1

verbs may provide further constraints on the lower node ‘& For -example,
”predipt"‘requires that an AUX in the Jlower S must be future or, at any
rate, cannot be past.  Such represcntative verbs as "describe,™ "call:"
"classify,” and "identify' take a different wyntactical structure, similar
to many verbs of declaration, and |1 shall discuss them later.

Directives. Such sentences as "I order you to feave" and "1 command
you to stand at attention' have the tol lowing deep stracture:

I verh vou + you Fut Vol Verb (NP]- (Adv)

"I order you to lcave" 1s thus the surface structure reglization of "1 order
you + yon will leave" with cqui NP deletion of the repeated “you." Notice
that an additional syntactical arpument tor my including "dare," "dety,"
and "challenge," in my list of dircetive verbs and objecting to Austin's
including them with "apologize,”” "thank,” “congratulate,” ete. is that they
have the same syntactical form s do the paradian’ directive verbs Yorder,”
"command,” and ''request.’” Similarly, Vinvite! and Madvise” {in one of its
senses) have the directive syntax, 'Permit” also has the syntax of direc-
tives, though giving permission is not strictly Speaking trying to get some-
one to Jdo something, rather it consists in removing antecedently cxisting
restrictions on his doing it. . ' o

Commissives. Such senteces ax "l promise to pay you the money,' and
"l pledge atlegiance to the flag, ' and "I vow tu get revenge,!' have the
deep structurc. : ~

P verb (you) = I Fat Vol Verh (NP) (Adv).

Thus, "I promise to‘pny vou the money.,” is the surface structure realization
of I promise (vou). + I will pay you the mongy, with equi NI' deletion of
the repeated "1." We hear the fodere oo fn syntax between "I premisce you

to .come on Wednesday” and "I order vou oo on Wednesday" as being that

M {s the deep structure subjoct of Cvome’ wp rthe first and "vou' is the

decp structure subject of “vone' i the s nd, as required by the verbs.

"promise’ and 'order' rc-re - tive ot oov thut not.all of the paradigm
commissives have "vou' az a. owliiooo 7 ot of the performative verb.  In
the sentence "1 pledge alicoians to the 1o, th e decpostructure is not
"I pledge to you flag - ¢ will = plleviant ™ It
I pledge - [ owidl cilecraet to The tlag,
Whereas there are purel,  ntactical arguments that such paradigm

dircctive verbs ax "order" ur. ! Vcommind,'” as well as the imperative mood,
require "you' as the deep structure subiect of the lower node S, T do not
know of any purcly svroactical arument to <hoy that commissives require

m[v.as the deep structure subject ., their lower fode S. Semantically, in-

deed, we must interpret such sentences as 7L promise that lienry will be here
on Wednesday" as meaning .

I promise that I wiii swe to it that fhrry will be here
‘next Wednesday, :

insofar as we interpret the atterance asa genuine promise, but I know of
no purely syntnctical‘nrgumcﬁrs to show that—the deep structure of the
former sentence .contains the italicized clemerts in the latter.
] Expressives. As [ mentioned ecarlier, expressives characteristically re-
quire a gerundive transformation of the verh in the lower node S, We sav:

I apologize for stepping on your toe.
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.1 congratulate you on winning ‘the race.
I' thank you for giving me the.money.
The deep structure of such sentences is ‘
I verb you + I/you VP » Gerundive Nom. . »
And, to repeat, the explandtion of the obligatory gerundiveir that there
is no direction of fit. The forms thut standardly admit of' questions con-
cerning direction of fit, that of clauses Jnd 1nf1n1t1wes, are impermissible.

Hence, the impossibility of

*1 congratulate you that you won the ruce.
-*1 ‘apologize to step on vour toe.

However, not all of the permissible nominalization transformations are
gerundive; the poipt is only that they must not produce that ¢lauses or in-
finitive phrases; thus, we cuan have cither

I upologi:e for bchnviﬁg badly,

1 apologize for my bad behavior, /

but not

*1 apologize that [ behaved badly,
*1 apologize to behave badiy.

Before considering Declarations, I want now tu resume discussion of those
representative verbs which have a different syntax form the paradigms above.
I have said that the paradigm represontatives have the syntactical form

' ' i

I verb (that) « 5.

But, if we vonsider such representative verbs as "diagnose," "call, qnd
Mdescribe,' as well as "class,” "classify,” and "identify," we rxnd that.
they do not fit this pattern at all. Consider “call,™ "describe,” and-
"diagnose' in such sentences as. :

I call him a liar,
¢ diagnose his case as appendicitis, and
[ describe John as a Fascist, .

and. in general the form of this is
N [ verb NP o+ NPy be prod.

One cannot say

*I call that he is a liar,

*1 diagnose that his casc is appendicitis (perversely, o
some of my students find this form arccptahlo)

-*] describe that .John is a Faqcxst.

There, therefore seems to be a very severe set of restrictions on an
1mportant class of represcntatlvc verbs wh1ch is not qharcd by the other

J
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paradigms. Would this justify us in concluding that these verbs were wrongly
classed as representatives along with "state,” "assert," "claim," and 'pre-
dict" and that we need a separate class for them? It might be argued that
the existence of these verbs substantiates Austin's claim that we thulrc
a separate Jlngs of verdictives distinet from expositives, but.that would "’
surely be a very curious.conclusion to draw since Austin lists most of thc
verbs we mentioned tubove as eXpositives. He includes "deseribe." Yclass,
"identify," and-"call" as expositives and “diugnose” und "describe™ as
verdictives. A common syntax of many verdictives and oxp0~1t1vcs would
hardly warrant the need for verdictives as a scbnrdtc slass.  But lcaving
aside Austin's taxonomy, the yuestion:-still arises, do.we require a scparate
semantic category to account ftor these syntuctical facts? . think not. |
think there is a much simpler explanation of the distribution of these verhs.
Often, in reprcscntatl\c dl\LOHI\C, we focus our attention-on scme topic of
discussion. The question is not just what is the propositionial content we
are asserting, but what do we say about the object(s) referred to in the
propositional content: not just what do we state, claim, characterize, or
assert, but how do we describe, catl, diagnose, or identify It, some pre-
viously referred to topic of discussion. When, for example, there is a ques-
tion of diagnosing o dc.cribing, it is always a question of diagnasing a
person or his casc, of describing a landscape or a party or a peveon, cte.
These chrcxcntatrvc illocutionary verbs give us a device for isplating
topics frem what is said about topics. But this very genuine syntactical
difference does not mark 2 semantic difference big encugh to justify the
formation of » scparate category. Notice in support of m’.argument here
‘that the act: sl serntences in which the describing, diagnosing, etc. is donc
are seldom of the expiicit performative tvype, but rather are usually in the
standard indicative torms which are so characteristic of the representative
class. R
Utterances of

He is a liar,
He has appendicitis,
He is a Fascist,

are all characteristically statements, in the-muking of which we call, diag-
nose, and describe, as well as accuse, identify, and characterize. | con-
clude then that' there are typically two syntactical forms for representative
illocutionary veshs, one af which focuses on propositional content, the
other on the object(s] referred to- in the pr0pn\1txonJl content, but both
of which are sem mantically rcprc<cnt1t1\c
rarations. | mcntlon the >yntdgt1gal form

I verb NPy o+ NIy be pred

both to i‘orestall an nrﬁumcnt for erecting a scpnratc'scmnntic category for
them und becausce many verbs of declaration hayve this form. Indeed, tﬁcrc
appear to be several different syntactical forms for explicit letOImlthCQ
of declaration. [ believe the following three tll\\(\ arc the most im-
portant. .
.

(1y I find you guilty as charged.
[ now pronounce You man and wite.
1 appoint vou chairman.
) Wiar is hereby declared.
I declare the meeting adjourned.
(3) You're fired.
. I resign.
I excommunic ‘.\tc vou. 58

to
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The deep syntactical structurc of these three, vespectively, is as follows:
(1} [.verb NP, + Np| be pred.
~
Thus, in our examples, we have

[ find You + you be guiity as churged.
I pronounée you + you he man and wife:
I appoirt you + you be chairman.
[ deciar¢ + g,

Thus, in our examples we have .

[/we (hereby) declare + a state of war exists.
[ declare + the meeting be adjourned.

This form is the purest form of the declaration:. the speaker in authority
brings about a state-of affairs specified in the propositional content by
saying, in effect, | declare the state of affairs to exist. Semantically,
all declarations are of this charaeter, though in class ‘1) the focusing
on the topic produces an alteration in the syntax which is exuaetly the same
‘Syntax as we Saw in such represertative verbs as “describe," "characterize,”
"call," and "diagnose," and inclass (3) the syntax conceals the semantic
structure cven more. :

(3) 'The syntux of these is the most misleading. It is simply

- I verb (NP)
as in our examples, ) _ ‘ _ .

I fire vou.
[ resign. R
I excommunicate you. . ' Ve
. Ve
The semantic Structure of these. however, scems to me the same ag class ().
"You're fired,” it uttered as performance of the act ot tiring someone and
not as a report means

I declare » yoor job is terminated. -
Similarly, "I hereby resign' means -

I herchy declare + my job i% terminated.
"I excommuni:ate vou" means
[ declare + your membership in the church is terminated.

The explanation for the bemusingly simple syﬁtuc;icul structure of these three
sentences seems to me to be that we have séme verbs which in their perfor-
mative occurrence encapsulatc both the declarative force and thc proposi-
tional content. '

VI. Conclusio.nS- . , o . 4 59

We are now in a position to.draw cevtain general” conclusions. .

. (1) Many of the verbs we cail illocutionary verbs are-not markers; £
illocutjonary point buE/Qf some other feature of the-illocqlinnnxy—acffd
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Consider "insist" and “suggest.” [ can insist that we go to the movies,

or [ can suggest that we go to the movies; but [ can also insist that the
answer is found on p. 16, or 1 can suggest that it is found on p. 16. The
first pair are directives; the second representatives. Does this show that
insisting and suggesting are different illocutionary acts altogether from
representatives and directives, or perhaps that they are both represcntatives
and directives? I think the answer to both questions is no. Both "insist®
and "suggest™ arc uscd to mark the degrec of intensity with which the illocu-
tionary point is presented. They du not mark a scparate illocutionary point
at all. Similarly, ?unnoun¢e,V,"prcsunt,” a~d "contide" do not mark separate
illocutionary points but rather the style or manner of performince ot an
illocutionary act. Paradoxical as it may sonnd, such verbs are illocutionary
verbs, but not numes of kinds of illocutionary acts. ‘1t is for this reuason,
among others, that we must carafully di.tinguish a taxonomy of illocutionary
acts from*one of illocutionary verbs. : .

(2) In section IV, I tried to ¢lassity illocutionary acts, and in
section V, I tried to_ explore some of the syntactical features of-the verbs
denoting member of cach of the categories. -But, [ have dot attempted to
classify illocutionary ~erbs. If onc-did svu, [ believe the following would
emerge. . i '

(a) First, as just noted, somec verbs do not mark illocutionary point
at all, but some other feature, c.g.. insist, suggest, annonnee, cont'ide,
reply, answer, interject, remork, ciaculate, ‘and interpose. ’ )

(b) Many verbs murk illocutionary point plus some other feature, c.g.,
"hoast," “lament,’ "threaten,” "eriticize,” "accuse,” and "warn" all add
the featuwe of goodness or badness to theiv prim:ry_iilocutionary point.

(¢) Some few verbs mark more than one illocationary point, ec.g., 4
protest involves both an’cxpression. of Misapprzval and a petition for
.change. Promulgating a law has hoth a declaraticenal status (the proposi-
tional content beccmes law) and a direct. .o status (the law is directive ip
intent.) The vorbs of representative declaration full into this class. .

(4)  <ome few verbs can take more thas cne illocutionary point. Consider
wwarn® and “advise.” Notice that both of these tuke cither the directive
syntax or the representative syntax. Thus,

I warn you to stay away trom my wite! (directive)
T warn yeu chat the bull is about to vharge. (representative)
[ advise vou to lemve. < {directive)
Passengers dre hercry advised thot tre truin :

will bhe late. ' (representative’

Correspondingly, it scems to ne that wiars.ng and advising may be cither -
telling vou that sowething is the cas¢ (with relevance to what is or is
not in your interest) or tellihg yvou to do somet’ ing about it (because i

“is or is not in your in*efest).. They can be, but need not be, both at

once. .
(3) The most important conclusion to ne drawn from this discussion

is this. ‘There ar: uot, as Wittgenstein {(on nne pussible interpr:tation) -
and many otiiers have claimed, an infinite or ‘ind-finite number ot language
games.or uses »f language. ~Rather, the illusion of limitless uses of i
language is engendered by an enormous unclarity about what constitutes the
criteria for delimiting one language game or use of lenguage trom another.
If we adopt illocutionary point as the baiic notion on which to cluassify
‘uses of langusge, thern'there are a r ther limited number of basic things we
do with language: we tell people how things are, we try to get them to ao
things, we commit ocurselves te doing things, we express our fcelings and’
attitudes, -and we bring about chsrges through our utterances. Often), we do *

more than-one of these at once } .he same utterance. "

- . N 6 0 . . ) . J [
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- . ,, .
] Austin (1962) uses the term MASQUERADE to point up:a crucial distinc~
tign between such sentencés as (la) and” (1b):. .

(1) a. I.move the piano.
b. I .move ;ﬁe question.

!

i ;
Whllc the speaker of (la) makes an assertion, which can be fnid to be true,
or false, (1b) has a quite different status. Depending on quite compli-

. cated conditions (such as whether a meeting is in progress, whether the
' speaker has been recognized by the chair, and whether, in fact, a motion
cailing for a vote is at present on the floor), a particular utteriance of
' (1b) will be :aid to be FELICTTOUS (to usc a term proposed by Austin) if
~all of the FELICITY CONDITIONS just mentjoned (as well as some others),
have becn met, and. INFELICITOUS jf some of thom have not been met.

Thus, despite the harmless SVO superficial form of (1b}, which would
lead us tc expedt it to be aniassertion, an utterance of this sentence is
a horse of another color. Dcpcndxng on such félicity conditions as those
cited carlier, it will either *make it' as . motJDn or not: It is, to use
another term invented by Austin, a PERFORMATIVE Ttterance. The study of
the different kinds of felicity conditions on the usc of verbs that can
appear as the main verbs of pertformative utterances--verbs like sentence,
ask, vow, guaran ee, request, excommunicate, absolve, promise, confess,
bet, and begueath, to gtve a random and fractional list [fuller trcatments
are to be found in Fraser (1974) and McCawley. (tc appear)]|-- and of the
complex inveractions between such felicity conditions, has occupied a
aumber of rescarchk-rs since Austin's pionceoring work called attention to
the existence of this intercsting and important arca in the philosophy of
laaguage.

[ would like to borrow \ustxn $ metaphor of the maxqucraJc to discuss
an area ol recent rese: rch thes i's 2 descendant of the original work on
performatives.. Thus ncte tha cough the sentences in (3) have thie same

" superficial form as the perrurs.  ve utterances in (Z2), they only masquer-
"ade as a promise and a juestion, respectively:

" (2) a. I prormise-you my continuing support, if you decide to
: " run again.
‘b. I dsk you where you were on the nigat o: the 14th.
(3) a. ' promise you a wood spankin’ if you pour ony mure sugar
: to my gas tank.
ask you kow any decent citizen can give his vote again
to Governor Scham os.

o
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Typically, while (2a) would be used to mike a promise--a commitment to
Lerform an act in the fiuturc which the speaker believes is desired by ils
interlocutor--(3a) would bc used to issue a warning to the interlocutor,
that is, to describe a future cvént that the speaker believes is NOT de-
sired by this interlocutcr. And while (Ib) could be used by a prosecutor
trying to elicit informaticn from a witness, (3b) can, for me, be used
only as a rhetorical question (the any in the embedded subject forces this
interpretation). ‘Fhat is, (3b) is only masquerading as a question: Really,
it is closer in its [LLOCUTTIONARY FORCEJ(quthcr term ot Austin's) to

J

being a negative assertion likc (4):
(4) Nc decent citizen can yive his vote agdain to Governor Schamlos. .

What interests rescarchers who try to 'sce through' such masquerades
is questions like the following: Why is it that sentences that loo\ like
promiscs on the surface, like (3a), can be used as warrings, while sen-
tences that look like warnings, like (5, do not have the potential to be
taken as promises? '

(5) I warn you that [ will read your manuscript carefully.

Ard why is it that sentences that look like requests for information,
like (6a), can he used as rough paraphrases of dectaratives like (4,
while recommendations like (obl cannot be? : '

(6) a. I ask that you tcll me how any decent clitizon can

, ) give his vote agaln to Governor Schamios.

b... I rcuommﬂnd'chat you tell me how a1y decont citizen
can give his vote ayain to Governor Schamlos.

Among the speech acts that a sentence can be used to perform are the
illocutionary acts of the sentences. We will suy .that the BASIC illocu-
tiopary force of such sentences as (1) is that of a promise, but that
undes a speaker assumption that giving support to the hearer-will not be
* desired by the heayer, (2a) can also have a DERIVED force: the foree ¢f
a warning. - Thus, onc tusk of the semantactician/philosopher of language
is to specify that while promises can acquire, via a DERIVED FORCE RULL,
the forces of warnings, warnings cannot acyuire the forces of promises.
Naturally, the researchers will notbe content to merely state that this
curious asymmetry cxists, but will also attempt to explain it !

In this chapter, 1 will be ¢oncerned. in pa-t, with specitying the
conditions under which one such derived force roie {or possibly a family
of similar rules! can operate. This is the rulé that specifie: that .such
sentences as those in (7) can be taken to he requests on the pnrt ol the
speaker tor action on the part of the hearer: :

(7Y 4. [ went youn to hand over your valuvables.
. Yo, your
b. Could you hand over your valuables?

The basic force of (Ta) is that of a Jeclarative, as can be seen by
the #act that, ad a direct quote, it ‘can be followed by such appositives
as those 11t (8): :

(8) Knucks McGonagle said, 'l want you to hand over your
' which was a lie ‘ '

which was obviously true

which must have boen false

65
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To the hest of my hnowledge, only true declaratives can antecede such
appositives, as is shown by the ungrammaticalities of such close semantie
pairs as those in (9)-(11):

1
!

(9) a. Bill said, 'England is uver there,' which was a lie.
b. 22Bill said, 'There's England over there,' which was @ e,
(10) a. Mme. post said, 'Nobody ould help wayging on a quicine
’ like thdat,' which was probably true.
- b. ?’Mme. Pest said, 'Who could help gagring on a quiche like
that.',! which wis probably true.
(11} a. 2Tex said, 'She never saw him at all, o gqather,' which was
a lie,
b. ?2Tex said, 'i7 gathor (2that) she aover saw bim oat all,’
‘which was a lie,

Here, apparently, the deictics, rhetorical questions, and 'pulled
punch assertions'? in the (b) examples are not close enough to quint-
essential declaratives to allow the type of appositives we sec in (8).

And the basic tllocutionary force of (7b) is that of a question, &s we
sec from the fact that it can be followed by such appositives as those in
(12). These arc possihle only after true information- seeking quv\tlon\
as the oddnesses in, (13) show:

(12) Knucks said, 'Could you hand over your valuables?,'
which was not obvious

which no one knows tn tais 'day

. which I had been wondering about myself
(13) Mme. pPost said, 'Who could help gagaing on a quiche

like that’,'

>*which was 1ot obvious

?*which no one knows to this day

??which I had been wondering about mgSLlf

) However, though the basic forces of (Ta) and (7b) are those of a-»
“declarative and a request for information, rcspcctxvcly thcy can also he
used as a request to the hearer to hand over the valuables, as the sen-

tences in (14) indicate.

B ] ) 'I want you to hand cver your valuables?’
(14) Eknucks said to Mme. Post, [Could you hand over ysur valuables?'
and she compliecd.

As Rabin Lakoff has pointed ouat to me, the verb comply can be used
anaphorically, as it is in (14), only when the clause to which it refers
is taken to have the force of u request.3 Some examples of the types of
ungrammdtxgalxtxcx that result when this condition is nnt met can be seen
in:

(15) *Knucks said to Mme. Post,
'Sure is nice out.'
'Micht the Redlegys have won“' and she ¢omplied.
'How sgxawng these ru+rfians are!!

[t is possible to force the rcqu"\t for-action lnterpretatxon of the
seiitences in (7) by 1nserr1nq ‘the mor}homc“ please preverbally, as in:

(16) a. I want you to please hand over your valuables.

6
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b. Could you please hand over your valuables?

That these sentences can only be interpreted as requests can be seen by
the impossibility of following them with the types of typically declara-
tive appositive c.auses used in (8), or with the types of information-
"seeking question appositive clauses stown in (12). Both of the sentences
in (17) are ungrammatical: ' :

(17) a. *Knucks said to Mme. Post, 'I want you to please hand
over your valuables,' which was a lie.
b. *Knucks said to Mme. Post, 'Could you please hand over
your valuables?,' which was not obvious.

This preverbal please is a litmus for requests, and much of the re-
mainder of this chapter will concentrate on how -the gencralizations con-
‘cerning its distribution arc to be statd. .

In Gordon and Lakoff (1971), a gencral proccdurc is described for
formally deriving some of the nonbasic illocutionary forces of a sentence
by making reference to some of the “elicity conditions on the forces in
question. Thus, since requests have the felicity conditions shown in (18),
among others: ’

(18) aT The act requested is subsequent to the time of
requesting.
b. The spedkur wants the act requested to be performed.
.¢. The speaker believes that the hearur has the ability to
carry out the act.
d. The speaker believes that the hearer is willing to
carry out the act.

such sentences as th0\e in (19), which violate these conditions in
various wavs, are infelicitous'to varying dogrocs'6

(i9) a. *Yesterday, I asked him to return the day before.

"b. ZrPlease write me a check, though I don't want you to.
¢. 7?*You can't, but pleasc start the car. - - -
d.. »*Repaper the ceiling, though I know you don’ t ‘want to. .

What Gordorn and Lakoff suggest is the-following géncha}llaw“fbr qe;
riving -nonbasic illocutionary forces: S T

" (20) A sentence that states a speaker-based felicity condition for
a speech act of some kind will have that ki'nd of speech ‘act -
as a derived force, and a sentence that asks a yes-no question
-about a hearer- based felicity condition for some kind of :
specch act will have that kind of speéch act as a derlved
1llocutlonaru force.

Thus, since (18b) and (18c¢) are speaker-based and hearer- baqed tclx %
ity conditions on requests, (Ta) and (7b) can have, as (20) predicts;: the
derived forces of requests. ’ .

And if we say that preverbal please can appear only in sentence: whoSn’

. basic or derived 1110uutlona1) forue is that of a request, we can explaln,\
the deviance of the sentences in (17 The please forces the requeqt gypaf
terpretation, which is incompatible klth the appositive clauses. :

The - basic idea of (20) scems correct to me, but we should not conc‘ud \
that the problem of derived illocutionary force resides in semantics alone, #-

6.
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as is implicit in such formulations as (20). Rather, the way a particular
semantic entity finds expression is of crucial importance.

Thus, note that while (2la) und (21b) are cxactly synonymous, on a
reading, with the other sentences in (21) also being quite close to (21a)
in meaning, only (2la) is fuily natural with preverbal pluasu as the sen-
tences of (22) 1ndigate

(21) a. Can you lift your boots. ‘
; b. Are you ablé to lift your boots)
c would you be able to lift your boots!
d. iould it be possible for you to lift guur bouts.
[ I's 1t possible for you to 1lift your boots
ability \
f. Do you have the { capacity) to ‘lift your boots.
: power
(22) a. cCan you please 1ift your boots:]
b. ?*Are you able to please lift your boots?
[ ’Would you be able to please litt rnour boots.
d. 2Would it be possible for you to piuease 1ift your boots?
e. ??Would 1t be possible for you to please lift your boots.
abillty
f. *Do you have the {capacitu] to please lift your boots?
' power

Similarly, while the sentences without please in {23) are all in the

-same semantic ballpark, we find thiat only some of them have viable derived

request forces and cuan tolerate preverbal please:

want
I {would like you to (please) sign hece.
I would like it if you'd (’please) siyn here.
¢. [ would appreciate it If you'd (.’?please) sign here. _
glad ) i
.d. I would be :graceful} If you’d (rplease). .sign here.

(23) a.
: b

: happy }
e. I would be {appreciative Vir you'd (?’please) sign here.
f. I'd be ecstatic if you'l (*please) siyn here.’

What this indicates is -that transderivational rules like "0) cannot
be conceived as relations between one logical structure and anot Her o
but rather must be thought of us relationships between one 1>2ioal struc-

ture (the request 1nterpretntlon) and part or all of another d Sivation.
Nonetheless, my major concern in this chapter will not be 1n document-
1ng further the neéed for this. relatively trivial departure from (20),
which embodics that spirit of the Gordon-Lakoff proposal, but, rather, in
arguing for a different kind of cxtension. To this end, consider the
syntactic process of SLIFTING, which Lonverts such sentences as those in
(24) into such sentences as those in (25). )

(24) a. I take it that. you are a Plutonian.
b. Remember that I am slower than you.
(25) a. You are a Plutonian, I take it.
- b. I am slower than you, remember.

In particular, let us invéstignte the following probler: When can
question clauses be slifted? The conversion of (26)-(27) shows some
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instances in which SLIFTING can operate,” and the impossibility of con-
verting (28) into *(29) shows some instances in which it cannot:

(26) a. I want you tu tell me when dinner will be
ready.
b. Tell me where you are staying.
¢. I wonder how lony he has been tflodating near me,
d. Can you tell me who Sam is pitching to next.
(27) a. When will dinner be ready, | want you to teld
) ’ me.
b. Wwhere were you staying, tell me.
c. How long has he been floating near me, I
wonder,
“d. Who Is Sam pitching to next, can you teil me,
(28) a. I (don't) want Fat Albert to tell me when dinnc:
will be ready,
b, (Never) tell Ed where you were staying,
¢. They may have wondered how long he has beoen
floating near me,
d, Are you able to tell me who Sam is pitching to
) nexe?
{29} a. *when will dinner be ready, I (don't) want Fat Albert
to tell nee.
b, *Wwhere were you staying, (never) tell Ed,
¢. *How lony has he been floating near me, they may
have wonidered.'?
d.. *Who is Sam pitching to next, are you able to
tell me?ll‘ '

The first hvpothesis that sugpests itself is given in:
vi 24 I

(30) GENERALIZATION |: Embedded questions can be slitted only if the
sentences in which they appear have the (basic or derived) illocu-
tionary force of a request on the part of the speaker for the hear-
er to provide the relevant Information about the wh-ed piots of ‘the
question that Is to pe slifted.

This generalization, coupled with the independently necessary state-
ment to the c¢ffect that questions based on can (and other moduls) can
convey requests fof action, while ‘questions based on be able to (and
other periphrastic constructions) cannot [cf. the contrast between (22a)
and the other sentences ot (22)), would explain the contrast between (274)

and *(29d). Simi' ' . since 7 want you to X has the derived force of a
request to X, whe: - cither I want Fat Albert to X nor [ don't want Fat
Albert to X can iy ~cha force, (27a) would be allowed by (30), but
not *(29%a). And ~¢ other meaning postulates must account for the .

rough equivalences shown in:
(31) a. X wants Y to tell X Z ¥
: : hear .
X warits to knoh% <z from v'<
b. I want to know Z from you £ I wonder
(about) Z .

Generalization [ can also account for the contrast between (27c¢) and *(29c¢),
The full Tange of data which (30) can provide qulanutions for, in

ways that-1 will not spell out in detail here, is suggestcd by the complex

array of facts shown in: ’ .

.. ry
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o {sart eo cos {50 3
Jaff to tell { Bob
’ qou}
‘ ’ want know from {Jan -
They) | expect§ [ (sam) to remumber
{Could} you
Can Jany tell
know
aj will Jan tell ‘ >when dinner
4 gaob will be?
would Jan$ be :
Are you} willing to tell {Bob
Is Jan
you could gme }
Do you think lthey} {can tell {Bob
. would be willing to J
' (SLIFTING)
you \ N
*Jan{ to tell 'Eob 13
{5en)
° ‘want ?know from *Jan
l't:hey *expect| | (*Sam) to \*remember . .
ould ;ydu {
can *Jan) tell | *Boby ?
{you } *know
b. When will{ will {*Janf{tell { }
dinner’ be, *Bob )
{??you
would {*Jan | be g .
*are you wzllgng to tell *Bobf ?
*is Jan )
: gVOu cd&ld- - . g
L ?do you think l*theyf {cams - - tell {*Bobi ?
/

?*would be williag to

only those sequences of words
The important

In the bracketed expressions in (32),.
that can convey requests for information. are in pold type.

parts of these underlined sequences are repeated .in’ (33) and (34):,

(33) a.
b.
: c.
(34) a.
b.
c.
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Would you be willing to (??please) X?°.:.

Do you think you could (?please) X? f{ )

c (3&) : .ff'




‘54 Proceedings of the Texas Confrren-e
a : .

As [ have already pointed out in wonnection with (21)-(23), sentences
starting with such sequences s those in (33a) and (33b) can convey requests.
The Gordon-Lakoff rule stated in {28) a.counts for this, and Gordon and Lakoff
. ' also explain, along similar line- how sentences starting with will you can
N convey requests. Thus, -all of these sentences can exhibit a preverval please.
The 'introductory subseauences in {(34) arc not as good in conveying re-
ii'nquests, s the prefixes be(orektne inserted pleases in these examples indi-
cate. Wiile we need not inuiirc®in detail as to what the conditions are un-
dér which it is less than’ Lompletelv possible to achieve the derived force
of a\request, the mere fact that *quasi-requests' like those in (34) exist is
‘of considerable interest, Jor it suggésts that no discrete treatment of the
brob]em of derived 1]13cut10narv“forue is likely to be viable. To account for
"such auasi-reque:ts as these, ! it wild. .eventually be necessary to construct
"formal rules that will assign’DESREES of requcsthood, declaratlveness hora-
: tor1ne%s.uand so an.
At any rate,- the fact that the sliftability of the embedded question of
(32a) varies directly with the extent to which the sentence in which it occurs
‘can convey a request for information provides some support for the correct-
ness of Generalization 1. .
Nonetheless, 'it is necessary to reformulate this generalization, for we
also find that questions can be slifted out of declarative sentences that RE-
PORT requests. It «is also clear that the Lonver>1on of (35a) into (35b) .
closely parallels that of (32a) into (32b): 16 . .
N

5ty

(35) r fers N

Jan ’:c tell '

'het ’
‘. . ' ‘wang‘e-d ' . Sknow from
told .':d.-:.':’ that Ytehey expected (Sam) to {remember

” mml’
could tell 'Bop

xnow
asked Ed)th) ‘she,’ would {tell hmx’

a. Arcr;u" whet herr Jan®
* ."_‘\‘. e . : ‘wuuld b«-’ 'mmx ’ ~
. T . was willing to tedl
: lshﬂ ' couid 'hlmxi
S . $ehought :ﬁc‘& would be zn. aob J
L BN wiiiing to
when Jinfer wouid de. . A\ v

R

!
b

( ’ ‘.’mr, 'J ru.
*Jahd to emll YeRoL

(SLIFTING)

b, when would dinner be,

~ ke, ‘n.u:' ' “hax]i
told Ed:th; that cthoyt Voex, cod dow from 'Bob
. ' (*3am) to

‘remember
3
J s 'mmx
wuld tell VeBub
T *know
would {u—.’: ‘"un"
Archie; | asked Edith, gshe 'Bob
whether * Yelan would be ] 2*him
‘was willing to tell Y*Bob
she %could } 'ﬁxm -
' ‘thouqht theip Kevuld be tell
\ . willing to-] L ¢
L 89 .
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£

Slmllarly, the conversion of (37a) into (37b) is possible only under
conditions closely parallel to those under which (36a) can be-converted

" into (36b):

N

(36) a. I ask you (to tell me) wihen dinner will be.

U (SLIFTING)

b. when will dinner be, T asked you (’to Eull me)?
(37) a. Atchiei asked Edithj (to tell himj) when dinnor would be.

{SLIFTING)

b. When would dinner be, Archic; asked Edifhj (r2to tell him;).

I have described these parallels only as 'close;' not as 'exact,!

because it is obvious that there is an asymmetry here:

(38) whenever it is possible to slift a question out of a
reported request, it Is possible to siift it in a corre-
" sponding sentence that is a request, or hus the foree of
one, but not conversely.

I[n other words, whcnevcr a construction in (35 ir (37b} is possible,
the corresponding construction is possible in (32b; or (36b), but not
conversely. This is onc reflection of u quite general phenomenon, which
I have stated here in a rough form:

. « .
(39) THE PENTHOUSE PRINCIPLE: Any rule clat can operate in embedded
contexts can also operate in unembedded ones, but not con-
' vetse,ly."7

Therefore, since it appears that the asvmmetry noted in (38) can be
made to follow from the Penthouse Principle, 1 will rot attempt here a
detailed account of the difference between (32) and (36), on the one hand,
and (35) and (37), on thc.other, and will instead assume in what follows
that a single characterization should be given for both types of sen-

The rule stated in (40) can serve as a first approximation to such a

.cnaracter1"atlon

_(40} GENERALIZATION ITI: Embeddéd questions can be slifted only

if the agent of the next-highest verb of saying is being
requested by the indirect object of this verb to provide the
relevant information about- the wh-ed parts of the question
that Iis to be slifted.

" While there are several inadeiuacies in (a0 [ doubt that the three
conclusions that [ will draw from it would be affected in any major way
by any reformulations that would be necessary to drerC at a more adequate
rule. : '

CONCLUSION 1§
Though I have not .stated in de- th- formal rules that assign requost-

hood, it seems clear to me that . will only be possible to cast these
rules in a maximally general way if the performative analysis of declara-

70!
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tives is assumed. That is, we want the conversion of (4la) to {11lb) to

be possible under precisely the zame conditions as the  onversion of (26u)
te (27a) is possible. But chis identity of conditions .s appareat only

if the latter two sentencew are reanalyzed, in accordance with the per-
formasive analysis, as deriving {oom remote ctructures that include a high-
es® performaiive, as in {(42a) and iob): :

(41

Archie; oud Edith; thut he; wanted her; to tell him;

3
w! :n (innes would be.
(SLIFTING) ' .
b. Wwhen vould dinner be, Archic; told E«Iirh]v that _.":v_-l
wanted herj o tell himg. ] ’
(42) a. I tell you that [ want vou to tel; me when dirnor
111 be. ’
' (SLIFTING)
k When wi!l dinner be, [ tell you that ! want yow to to!]
Borel e )

There exust many other parallels between apparently unembedded ¢iaes
like and obviously embedded cases like' (35).  All of these provide
further -upport for the performative wnalyvsis.

CONCEUS L% 2 : . \

The basic idea of tordon and Lakoff was to account for deri.ced illocu-
tionary forces by transderivational rules that would relate vne logical
structure [one expressing a declurative, ke 42500 ¢ U to . 'itferent
logical srructure june cxpressing a regquest, Yide 13,

(43} [ ask you to tels me when dinner »:'7 be.

But the preceding discussion has shown, in effect, that the type o

rules that Gordon und Lahuitf postilate must he able to apply also in
embedded contexts, WITHOUT CHANGING THL FORLE OF THE STRUCTURL IS WHICH
THEY APPLY.

An example may make this point clearer. The basic iliocutionary force
vt (41a)

is that of a declarative. Since the derived foree rules will

specify that 1t is an assertion to the effect thut Archie has requested
Edith to answer the ‘em’. -dded yuestiony Generalization 11 will allow this
question to be stitted. The result, 41b), SEEMS 1O RETAIN TTS DEULARATIVE

. FCRCE.-?

CONCLUSTON 3

Assuming, for the sake of discussion, the correctness of Conclusicn 2

ki

(though bearing in mind the caveat of foctnove 2y, we sece that derived
force rules must Le integrated into the grammar much morc vightlr than has
sometimes been held to be necessary. In particular, they must be zble to

v

apply in embedded contexts, !5 SUCH A WAY THAT A SYNTACTIC TRANSFTRMATION--
the rule of SLIFTING- -CAN APPLY TO THEIR QUTIUT. In othér words, 1f de-
rived. force rules ar: taken to be rules of pragmatics, and- 1 belicve this
conception to be quite a traditional one, then it is not possible to

. | 7,1.,.
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reiesate $yutdctic and pragmatic processes to different componants ot g
groweer.  Rather than it being .possible for the 'work' of linking-surtuce
snfictures to the sets of contexts in which these structures can be dpbro-
priately used to be dichotomized into a s2t of & ematic rules and . ot
or semantactic rules, it scems to be necessary tu postulate that 'nis work

¢ is to be accomplished by one unified component, in which viles eans :ried

with such pragmatic matters as illocutionary ferce, speaker 1ocation, and.
so on, and rules congerned with such semantic matters as synorymy, meta-
phoric extension of senses, and so m, and rutes concerned with’such
syntactic matters as the distribution of meaningless morphemes,? ! the choice
of prep051tlondl versus QO\tpoxxtlonll languages; und so or, are inter-
spersed 1novarious vavs. Following a recent practice of Fillmore, we-
xight term the study of such mixed components PRAGMANTAX. '

Note that accepting the vonclusion that there “s a pragmantactic com-

yonert dées not necessarily entail abandoning. the listinction between

pragmatic, semantic, and syntuctic aspects of [ir uistic structure. Con-
ceptually, at least, t does secem po<<iblc to dri - these traditional dis-
tinctions, and it may cven <uucetime be possible ro show that pragmatic
violations (like including a t rst person pronoun in a newspaper article
that has no byline’, semantic violations (like asserting that someting
fell upward), and syntaciic vitulations (like keeping the first occurrence
of and, rathe: than the iust, in o coordinate structure |*winter, and spriny,
swamer, t:lf instead ai winter, spring, summer, and falll) all producy
psychologically different reaction<, ot prescut, however, there are no
known psychological correlutes of this tripartite distinction. If future
research should uncover empreical support tor these conceptual distine-
tions, it would still be pertoctly,possible to mainvain the hypothesis that
there is a pragmantaciic component, in which rules of psycnologically
distinct types werc interiixed. For to claim that there is a pragmantactic
component® is merely to claim that rules of the three types 1nt011Lt in a
way that wiuld preclude thie:r being studie! in isolation from cach other.

Haw -could this conelusiorn-- thie [ocagmatic rules like Gengralization 11
must apply before svntactic trvausformations like SLIFTING--be avoided” It
is worthwhile examining in some detail a hypothetical reanalysis of the
type of facts | have teen denling with, for there might be sorme who would
see in such a reanalysis a serious Jltcnnxtlvc to accepting thc postulation
of a prag.antactic compo :nt. :

Supposing, for instance, that one were to say that there is no 'syn-
tactic’ difference between (dduj and (Mb)--that the syntactic component,
operating in total isolation from any pragmatic inputs such as those in
Generalization I, \pCLJflC\ both ot the strings in (49) as. hcan ‘syntact-
ically well- formcd'- .-

(44) a. When did Tom leave, I want to know. )
b. when did Tom levve, I don't want to know. : ) .

After the syntactic comgionent had applied, an independently operating
pragmatic component, which would contain the equivalent of Generaliza-
tion I, would qpeglt\ that certain \\ntﬂutlLﬂllv well-formed strings,
Tike (44b), were 'pragmatically deviant.

Inder such a ceception, which would shrink the traditional demain
of syntax by removing from the syntactic component the work of specitying
the distribution of so-called 'émpty do' in_English, as well as the work
of specifying the conditions umder which tensed auxiliaries precede the
subjects of their clauses, my claim--that it is necessary to intersperse
pragmatic and syntactic rules--would have been avoided. Buat at what cost?

The cost, i s2ems to me, would be that of abandonlng a rather tradi-
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tional definition of the term SYNTAX--namely, that syntax is thc ficeld that
specifies the set of possible construction types of a lailguage, and the
distribution of the grammatical, nronlexical, morphemes of the language in
these constructfons, Grammatical morphemes huve usgually been taken to be
the morphemes that indicate case. mood, and tense; often the complement -
izers and other subordinators ot a lLungwige: and various morphemes in-
volved in particular constructions (like the -er of comparison, the ex-
pletives there and ic, ecte.). Some scholiars would alseo include under i
syntax the laws governing the distribution of certain lcwxgal items (like

.remind), but this is a disputed drcn.

To'say that (Jddb)™Nis syntactically well-formed is to imply that the
laws governing the distribution of cmpty do and the laws specifyving the
conditions under which auxihiarics precede subjects are ot svntactic, a
conclysion that would be at Variance not ‘only with the previous lltcraturg
in generatxve grammar but with traditional usage as well.

But what's in a name, we may.ask. After all, the terim SYNTAX is a the-
oretical term, onc¢ having sense only within tne theory in which it is

embedded. Just oS we dre free to devise new t.oories of linguistic organi-
zation, so w¢ must be free to uhlnus\thc meanings of the thcorctlcnl terms
that Tigure in cach of these new theories. -~

To a certain extent, this is true.\ The meaninus of such terhs as
PHONEME, MORPHEME, DIALECT, and so on, \vary widely if surveyed across
various structuralist and transtformational theores of language. On the
other hand, after particularly radjcal theoretical changes, older theoret-
ical terms simply haye no counterparts in later theories. For instance,
it would be hitrd to rind anvthing that corresponds to PHLOGISTON or HUMOR
in modern-day thcxmou\nnm1;< or nedicine.

. In one sense, then, we dre free to veapply such trndltlonal llnkuxstxu
terms as SYNTACGTIC and SEMANTIC. to rules that dxtrkx, 1in that they have :
odd and even numbers of terms in their stractural descriptions, respec-
tively, or to rules yhose names begin with vowels and consonants, respec-
tively, or to rules whose discoverers were born in leap and non-leap

_years, respectively, or to any other conceivable difference between rules.

However, if somcone were to propose to apply the syntax-semantics
distinction in any ot the cases of the last paragraph, it would surely be
objected that he had adupted a confusing terminolegy. One would want to
know yhy tr¢Jitionnl terms had been retained instead ot 'new terms being
fashioned. . ) : .

" With rcgdrd to such contrasts as thosce in (L), it scems to me that
the sijtuntion is essentially the same. That js, to.claim that (44b) is
syntactically well-formed would be to use SYNTACTIG in such a novel way

“as to extend its meaning beyrond recognition, and one would have to inquire
.as to the utility of such an extension. That is, what would be goined by

partitioning the set of uall strings into two sets--'syntactically well-
formed' strings (let us refer to this.set M re feutrally as Set &) and its
complement, Set B?  jlow would Sets A and B be conpected to empirically
observable facts” " )

Unless strch facts can be brought 'to light, Conclusion 3--that linguistic'
systems relating contexts and surface structures do not admit of the :
traditional partitioning into pragmatic,. semantic, and syntactic -components,
but are dcscrihnhlc only by mixed components of the type that | have been-
referring to @s 'pragmantactic' --must stand. It js a far from novel obser-
vation--much recent work of Fillmore (1971}, G. Lakoff (1969, 1972b, 1974),
and R. Lakoff (1972a, b; 19734, b, &,) has hnd the exploration of such -

" mixed systems as its goal--but since it is that consequence of the sets of

facts that, [ have cxamined, in this paper .that is most at -variance with
previously held conceptions of“the relationship between language use and

-y
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linguistic 'structure, it is tiae consequence that should be sabject to the
closest theoretical scrutiny in futarc research. -
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FOOTNOTES .
o
1 In the case at hand, the C\pllHJTlOH will probnhl\ be found to lie in
the more generai aq\mmctx\ which specities that the positive member of a
pair of polar opposites is the unmarked member, as has often been noted.
Thus, contrast the grammaticality of the question-answer scguence in (i)
with the ungrammaticality of the mixed sequence in (ii): - '

(i) Q: How wide Is jt?
i { wide % .
A: Quite narrow) .

©o(ity Q: How narrow is it?
' g‘wde')
Al T Quite narrowf . ) ,
“.Note also such contrasts usxtiii)-('iv). which were first pointed out
by Paul Chapin (c¢f. Chapin, 1903): ' :

_{iii) To say that a tree is gthiuk} is to say
thin :
something about its thickness.

(iv) To “say that a tree is j'chiuk} is to say
) {thin :

something_ about its thinness.
2 "Hedged" assertions would probably be a hetter term.  For an 1mportant .
beginning on the incredibly difficult semantic problems posed byihedges of”
various sorts, c¢f. G.-Lakoff (19724).

This is only a necessary, not a sufficient, condition, as the following

sentence indicates: ' : . .

(i) “The Duke said to Bottomley, 'It's cold In
- here,' and Bottomley compliecd.

The point is that though statements can also hkuave the derived forces
of requests such. requests, cannot be referyed to anaphorically with
comply. o : )

Or morpheneq" “f. the noun plea.

It is important. to distinguish the hchn\:ors of px(\crhal please,
sentence-final please, and sentcence-initing please. Thus, note the
contrast between (i) and (ii), which points up the first distinction:

fead

(i) ?%?Are you able to please call back later?
(ii) Are you ablée to call back later, please?

‘X
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and that between (iii) and (iv), which points up the sccond onc:. '
(iii) *It's cold in here, please.
< (iv) Please--it's cold in here.

As far as I know, the following general law hotds:

(v) ‘Preverbal .please Dsentence-final please )
sentence-initial please

That @ . the set of all sentences that can add a preteThnl”plbasé‘is a
subset of thir got of all sentences that can-add a. final please, and this last
is a subsce* of all sentences that can add an initial please. Incideutally,
such' sentences as “(vi), which were pointed out to me by George Lakoff, show
that it is not pos~1b1c to miintain thlt just any sentence can add an initial
please: ' ' -
(vi) *Please--away ran the troopers.

Naturally, it is not sufticient to merely state such implicational
laws as (v}--onc must sceh explanations not only for the existence of
positionally conditional differences but also for.the direction of the
implication. .

Unfortunately, howcvor; I have nothing to suggest at prcscnt.” ! have
pointed out these distinctions werely to call the reader's attention to
the fact that the generalizations that |} tormulate in the text are not
intended to describe the syntax of all three. types of please, but merely
to serve as first steps in describing the distribution of the most re-
stricted please-~-the preverbal one.

JIn order to limit the scope of this chapter, | will not take up tho
important problem ot drawing Jdistinctions between the difterent types-of
felicity conditions, and the different types of violations. that result
from violating thesc different types of FONtllCtlon\ Cf. Searle (1909)
for some discussion.

7 While I cannot Jigress into the tascinating problems that kUUld arise
in sceking a detailed explanation of such contrasts as those in (21)-(23),
I might point out in passing that the differcnce between (22a) and (22h)
is not accidental. Sentences containing modals typically have more de-
rived forces than synonvmous sentences without modals, as Bruce .Fraser has
pointed out to me. Thus, note the coutrasts in:

(1) Wiil you (pledse) leave? e
(ii) Are you going *o (I*piease) leavel

(iii) May I (piease) have those spurs?

(iv):. Am I permitted to (*niease) have tho. « w»ours?

Since paraflel contrasts appedr to exist in other Languages, such as
German and French [cf. (v) and (vi)|: :

(V) a. - kbnpen Sié’ (Litte) Ihren Hut adnehmen?
o can vou please  vour hat take off
"y

"Can vou ‘(pleasc) take off your hat?
b. 'Sind Sie imstande (*bitte) Ihren Hut abzunehmen?

are you able ©  please vour hat to take off’
" (vi) a. Pouvez-vous erilever vbtre chapeau, #$'il vous piait?
: Can vou take off vour hat please
b, 2?Etes-vous capable d'enlever vbtye chapeau, s'il vous plalt”
are sou  able of to take off your hat please

- 75
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the conclusion that naturally suggests itself is.thut one of the relevant
‘parts of a languabyzgn;xczsa4 -definition of the ‘TcévtvMeaAL_VER&_"
reciselyv this "“force shiftiness.' L
Cf. Ross (1973c) for Jrgumcnt\ “that parentheticals such as those in
(25) derive from such sourced$ as (24, '
9 One argument that SLIFTING, or some rule lunutlﬂllll\ gqu1vxlcnt to it,
is involved in the prodUCtlon ot such” “Sertences 48 (27V—=that is, that (27)
cannot be a remote” structurc--will be dcvoloped in rootnoto 16 in connec-
tion with examples like (35b). : ok
10 gince wonder is u verb that can take dircct qrotes, Fqu),mxght be
" interpretable as a slifting form of something like: S

(i) . (Each; of) them may - have wopdered 'How lonyg hus
“he been floatling rear me >’ :

hhere thc first-person pronoun me refoers, as is mandatory in direct
quotes, to the subject of the gquote-taking verb, not to the atterer of
the >entencc, If me in (29¢) is taken to refer to a suppressed each, as
in (i), then (I9¢) might be grammatical for some speakers. But if the
question is forced to be an indirect quote, by taking this me to refer

to the utterer, then (29¢) i3 impossihle, and this is *he reading on which
_.I have starred irt, . .

T MY This string of words is prammatical if read as a sequence of Ltwo
sentences, cach-of which is i question, but it i ont.if read with the
kind of single-sentence intonation that (27d) can be given. The contrast
emerges cven more clearly if the parentheticals in (27d) and in (29d) are
inserted, by a'rule I refer to as NICHING [¢f. Ross (in.preparation) for
details], into their respective main clauses, as (1) shows:

) . Joan yod 1
(1Y who, {*are you abl> to f ol me, Is sam pitching to next?

12 of ccurse, this roush cquivatence shoeuld be reduced to the more basiic
;

one shown in (i): ;

: : f
(i) v tell & to X - ¥ hear | Z from ¥ f

: know : ) [

13 1 am aware that many ot the asterishs in (32b) (and-in corresponding
sentences later ond dare too uncharitable, particularly with respect to the
NP occurring where you occurs. Thus, the tay in:
(1; . . ., [ want Jan to -1 me.
is interpretable in a contest in which the speaker is addressing a group
‘containing Jan, or in-a vontext in which the speaker is requesting the
person(s) addressed to get Jan to answer his question. The same obtains
for the tags. in: : :

K (ii) a. .{ . . , could Jan tel! wme.
: b. . . ., will Jan tell me?

Also, when Boh. replaces me in such tags, interpretations arce usually
possible under which the questioner is one of a group including Bob, and
so on. But for the purposecs of prO\ldlnL a q;mpllflcd look at a complex
situation, I have ruthlessly given asterisks to these 'further out'
interpretations. In any case, they do not materially affect the main
point, which is that a plrallc' exists Hctweon (32) and (35), for the
asterisks in this latter cxample \hould also be taken to be under the

T
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‘ want-tell, as in:

same caveat. ) )
14 .Qther examples of quasi- rcquc%ts are the \txxnas in ( 2) and (23) !
that are less than fully grammatical.

I have argued for the pos-ulation of bQUISH}S--mntrlceq xepercntxng
the interactions of nondiscretely varying parameters--in a number of
recent articies (cf. Ross, 1972, 1973b, 1973}, The semigrammaticalities

-of (22); (23), and (34) make it seem likely that the area of derived

illocutionary force will present many similarities to the problems these
articles take up. | '

6 One argument that sentences like those in (35b) have been produced

by SLIFTING stems from the fact that the rule. accountin& for sequence-
of-tense facts has operated to produce th¢ would in the question clause.
If (35b) were not derived from (35a), but was, rather, basic, then in

‘order to produce the would of the question clause of (35b), an\ sequence-

of-tense process that would proceed from the past tense of told or asked
to introduce the past-tense morpheme on would would not proceed down the
tree but would, instead, go backward into a noncommand clausc--the

--question clause of (35b). In Ross (1973c), I argue that a general con-

straint on rules should be imposed which would preclude any such case.

On the other hand, if (35a) underlies (35b), the sequence-of- tense
rule will be able to proceed down the trec from told or asked to would,
before SLIFTING, in conformity with the constraint just mentioned.

The principle is explained and argued for in detail in Ross-(1973a).
16 The following is a brief sketch of what I would hope would turn out to
be ‘the structure of a more detailed account. In line with my comments on
the differences between (33) and (34), 1 assume that the rules that assign
derived illocutionary forces will give graded outputs, and will say, for in-
stance, that a sentence like (34¢) can only partially attain the force of a

request. Let us say that these. squishy derived force rales assign strings

some index of requesthood, x, where 0SSx<51. For the sake of discussion,
let us say that, in isolation, (34c¢) would be assigned the value [0.43
Request]. The effect of the Penthouse Principle on such derived force
rules would be to lower, in embedded contexts, all values of x produced
in isplation, poqqlblv ‘but not necessarily, by some constant amount.
thus, though strings (3.J¢) would receive the value of '0.43 in-isolation,

‘when hey appear as the object of -Archie asked Edith, as in (35b), the
embedding decrement might bring x down to 0.i3, say, which would be

below the '*' threshold, as far as requests were concerned.

While this sketch is brief and programmatic in the extreme, I think
the approach that [ would attempt to implement should be \uffllentI)
clear.

!9 .0ne obvious defect is the fact that (10) will not account for the
grammat icality of (27¢) or the corresponding embedded case in:

(i) When would dinner be, Archie wondered.

Assuming the performative analysis for declar ¢« i¢f. Ross, 1970
for details), the source of (i) would. be (ii), : rately:
(ii) I tel’ you that Archiec wohdored when dJdin . r

would be.
. )

Here, the first verb of saying above the question is tell, and it is
not its subJect that 'is requextgn& information. The only way to> retain
(40). in its present form would be to show that, independent justification
existed for decomposlng wondered into something on the ordcr of said-

i
I
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(iiti). I tell you thdt Archie; said to X that he, wanted X
‘to tell himj when dinner would bv.

While [ know of no difticulty in principle with such a dccomposition,

‘at present it would be ad heo.,

[t might appear that the version ut (37h) that does not contain the
verb of saying tell would also cause problems tor (407, but in fact, as

‘Postal has pointed out {cf, Postal, 1970), there exists independent

evidence for a rule deleting tell under the conditions suggested in:
(iv) X ask v [(y) _tell X g]s

Equi,y ll Tel! DELETTON

o)

allows one to simply specify that ask is an equi-subject predicate\(cf.

First of all, this rule regularizes the distribution.of ask, qu it
t

Perimutter, 1971 for a definition of this term), instead of making
necessary to call it EITHER an equi-subject predicate OR a yuestion-

taking predicate. Second, it resolv:s an appurent i.regularity in the

control problem. In (v), the indircet vbject of ask leletes the subject
of buy, while in ivi), the subject of ask Jdoes so:

(v) I asxnd Jash to buy a leesh. N

(vi) I asized Josh when to buy a leech.

Under the Tell DELETION analysis, however, the controller of the
deleted subject ot buy. in (vi) is reully the indirect object of the
deleted tell, as is shown in:

(vii} I asked Josh |he tell me [when I should buy a leech)].
b —— . - .

63

Thus, -the short version of (37b) does not cause any problems for -(40).

But there is a sccond problem with (10), which was pointed out to 'me
by Jim McCawley. Namely, as (40) is formulated at present, it will ailow
all of the sentences in (viii) to undergo SLIFTING, vielding the corres-
ponding senterces in (ix). However, not all of these arc grammatical:

(viii) a. I think that Archie asked Edith when dihner would be.
) I doubt that Archie asked Edith when dinrwr would be.
c. Archie tried to ask Edith when dinner would be.

d. Archie failed to ask Edith when dinnér would be.

)

Archie could not have failed to ask Edith when dinner would be.

(ix) a. ?when would dinner be, I think that Archie asked Edith.
b *when would dinner be, I doubt that Archie asked Edith.
¢. When woull dinner be, Archie tried to ask Edith.

d. *when.would dinner be, Archie failed to ask Edith.
e. ?’When would dinner be, Archie could noct have failed to
" ask Edith. '
The complexity of the conditions that seem to be involved here
suggests that a great deal of resecarch may be necessary to repair the
deficiency of (40) that McCawley pointed out.

20 pick, Oehrle has pointed out to me that there may be some change of

force involved in changing (4la)to (41b). In particular, while the

former could be followed by such appositives as which was a lie [ct. (i)],

V18
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- which I argued, ir connection with (8)-(11), to be restricteu to declara-
tives:- ) g
(i) You said, 'Archie told Edith that he wanted her to te.l him
' when dinner would be,'  which was a lie.

-------- the latter is somewhat -odd when such tapgs are appended to jt:

(ii) ?3You said, 'When would dinner be, Archie, told Edith that he
wanted her to tell him,' which was a lie. :

-A shorter example of the same type, (iii), séems better:

(iii) ?You said, 'When would dinner be, Archie asked Edith,' which
was a lie.-

The '?' prefix on (iii) shows that the rule assigning declarativeness
will not give it'a 1.0 rating, but it certainly cannot be regarded as
having the force of a question, cither, as (*iv) shows:

(iv)- You said, '|[when would dinner be|, Archie asked rdithl|,
- S S

2which: ’
{'whichg} wdas not obvious.
! is weakly possible to follow (iv) with a guestion-requiring appositive, ¥
but only if the which refers to Archic's question,-not to the whole direct
quote. ) : - —

Thus, while such scntences as (41b) scem not'to be pertect as declara-
tives, they secem. to come closer to having thif force than to having uny
other. [ conclude, then, that applwing derived force rules in embedded
contexts does not change the forée of the superordinate structure. It is
obvious, however, that this whole area will require intensive study -in
the future. ' In particular, what are the theoretical implications of -
another ot Ochrle's obscervations--namely, that such sentences as (35b) and
(41b) occur only in narration? These are decep waters, and I must leave
the many guestions that dcnr:cn them unanswered.

21 1f “such there be.

22 gyrely, it will in the course of time be possible and necessary to 150~
late posqnble from impossible types of interspersions and admixtures of
these various (and other various) types of rules, but at present, in my
opinion, not enough mixed cases have been studied to allow any such con-
straints to ke formulatoed with an adequate empirical basis.
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.then, from the generative semantic point -of v1ew, 1llocutronary’4bx;5u

- Aspects of Linguistic Pragmat“ics.

Jerrold M. Sadock | B BRSNS
University of Chicago ‘ . o

N
DN .

.
ILLOCUTIONARY FORCE : o . Co B
R E - : i ;‘\‘\
For the past Sfx years Or so, generaxmve grammarians have been in- -
vestrgatlng the thesis that every semtence is dominated in underlying-*
struCture by 2 performative clause which in most cases is entirelyab- .
stract.! The brunt-lof the effort has been directed toward- 4@duc1ng eon— i
firmatory.or, discont rmatory syntactic evidence. All things' c0nsxdere,:l, -
the. abstndtt-perfor ative hypothesxs is about as well motivated gt th s .vfff
point in time as,nhy c&ﬂlm concerning very: abstract syntactic structure ’
The ‘purpose of this paper is to present. some of -the understandrng of~ o ?
natural language and natural language Pragmatlcs whxch can be,gajned by
Scrutlnleng the performatxve theory. '“ K (lﬂﬁf‘
Undér the def1n1ﬁg postulate of genenatlve semantlcs/§ﬁ11hgn whlch,r'f",_/
framework the pe;formatlve analysis developed),. the deep syntactlc 5crég;::'k

ture of a ent@ﬂce is a representation of the meaning of the>s§n18@ce SR ﬁ.}3‘
N \
Now the abstract berformatxve clause 1dent1f1es the/illocut1onary fbrce‘§

/
sentences and, since it' is part of deep syntactxc (=semantdt jepzésenzat n, y

l
/\

aspect of sentence meaning. Under this view, then, 1llocutionary acL3-dre /

~not different in kind from locutionary acts, to use Austfn"s\term,( ustyﬁ /

1965, 94ff.), or proposxtlonal acts, to lse Searle's: (Searle-IQég~ 29fT ).
Rather, »&%locutlonary acts¥are a type of locutionary Qr prdpos}tanal act
in that they-are -grounded in the Commuﬂlcatlon of a propos1t10na¢ ‘notion
This result agnggs more or less with L Jonathan Cohen's pos1t1*h {Cohen
‘1971) ~. .

Cohen, howevex,»was forced to use a dlsJunctlon in, de5cr1bLng 1116cu-g

txonary force. (Cehen 1971, 587): o - .v\-’j
.the: 1llocut10nary force of am utterance is that aspect of its
meanlng whléh is either conveyed by its expllc;ty performatlvq “*
~-prefix, pf it has one, or mxght ‘have béen se conveyed by the qse L.
‘of suchran expresslon \ . A

v i

“The COrreSPondlng def1n1t10n under the lxnguxstxc theory of speech acts is

a single statement*\e”The 1lloeu&40nary force of an uttered sentence is .
that aspect’of 1tg/nean1ng which is; represented by the perfogmatlve clause
in the semantic structure of the septence.". % ! :
CohenzS identification of the Lllocutlonaxy force of a non- performat1ve
utteranqp hedrkens directly back 'té Adstin's stdtement that 1110cut19nary

force'{s conventional, “'...in thp sense that at ieast/. it...could.-be
o ‘. o CH
. . * o
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made explicit by the performative formula" (Auctin 1965, 103). But the
study of speech acts from the formal linguistic point of view casts grave
doubt on this potential-performative definition of illocutionary force.
First of all there are many sorts of illocutionary acts 'to which no
explicit performative formulae correspond, in part because there are ab-

* stract periormative structures which ace not matched by any lexical per-

s

formative verb.3 For example, test and survey questions constitute a
special type with a 'special force in English as exemplified by sentences
such as (1) and (2)

(1) The first man to transmute lead into cottage cheeqe Wits v
Your income for the past year was under $5,0007 $5,000-$T5,0( 000?

(2) over $15,0u0?

Yet the .closest available pnrformatlv verb is ask, which not only fails
to d1>t1ngu1sh this kind of question from others but is dubiously performa-
tive aryway. Most people find sentence (3) odd, if nct urgrammatical.

(3) ?*1 ashk vou where the bus station is.

-The second cause of the failure of the potential- performative defi-
nition is that some performative verbs dislike appequng in the canonical
garb of explicit perfoirmative formulac. Fire, meaning '"dismiss from
one's employ,'" idiosyncratically must appear in the passive when used
performatively although its non-performitive use is not so constrained:

(4) You're fired.
(5) *I fire- you.
(6) I was fired.
(7) They fired me.

One might, of course, call sentence (1) an explicit performative, but this
would weaken an alrecady palsied notion. From the linguistic point of
view, performativeness is a semantic (read: deep syntactic) concept,
and any attempt to define it directly in terms of surface syntax would
.necessarily involve incorporating z good deal of the grammar of the lan-
guage into the definition. Some surface structures fairly directly re-
fiect ‘abstract performative structure, others do 'so less directly, and
the rest (the majority, in fact) do so with great subtlety. Similarly,
if one attempted to explain the semantic concept of quantifiers directly in
terms of the <arface distribution of morphemes, he would find the grammar
of the language fighting him tooth and nail. Cetrtain surface morphological
patterns fairly clearly indicate their quantificational origin, while
others 'do not, e.g. beans in the senténce Bill doesn't know beans about
syntax. Now, if it doesn't make <cuse to talk about explicit performatives,
it certainly doesn't make sense to define illocutionary force in terms of
them. '

The other quitble’ I have witn A itin's and Cohen's position deals with

.the expressions could be made explici* (Auqtin) and might have been so

conveyed (Cohen). An implicit pvinciple, "Once an illocutionary act, always
an, illocutionéry act,” seems tc be lurking here. But it seems eminently
possible that the same type of effect’ can be achiieved either pcrlocutlon-
arily or illocutionarily. For example, wv can warn someone of impending
danger just by calling their attention to it, for example by pointing. Or '
one could cause someone to be warned by saying, "What a beautiful sunset!"
if it so happened that a bear was standinyg between the addressce, and  the

sunset. There is no doubt that warning can be an illocutionary act, but it )

s v
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is very doubtful that cvery act of wa.ning, verbal or otherwise, is an
1llocut10nary act. Since the warning could always be made explicit, in
order to correcrl) maintain that the illocutionary force of poxntxn& or ot
the exclamation ahat a beaut:ful sunset! 'is ncver-that of warning and still
stick to Cohen's definition, onc would have to cluim flatly that warning is
simply not part of the ngﬂiﬂﬂ of these acts.  Bat this obvisusly hegs the
question.

On this score the linguistic definition does nut scem to be in any
better ~hape, since it also refers, although slightly more obligucly, .to
meaning. .Now linguists, particularly generative cemanticists, - ften behave
as if they have special access to mean.ng. Because of che important role
that sentence-meanitig plays in the definitioe of iiiacitionary force which
I have given, much of my resear:h has been de . oted to «lucida: ing this be-
havior, that is, to finding und making explic:t the criteria upon which
linguists are willing to make <iaims about the meaning of sentences. For
the most part, linguists have assumed that any qipoct of the understanding

of a sentence to which grammatical rules are scn- " ive is an aspect of the
meaning of that sentence. Grammatical rules, ht , include ordinary trans-
formations, global derivational construaints, lex*vzl insertion rules, and

rules of semantic well-formednesg. Recently, however, rules which have the
power to influcnce the arrapngement of morphkemes on the basis of aspects of
significance of sentences other than the "literal meaning of the scntences
have: been suggested.“ Unfortunately, such transderivational constraints,
as they have been culled, vntirely vitiate almost every Syntactic argument
ih favor_of very abﬁtraut smanticaily relevant syntactic deep structure,
ana\among the most vulnerable ave the bﬁrth of arguments which have bccn'W
givep for abstract pert rmative claus~s. It can't be had btoth ways. uch—
argumgnp are cither va'id or they aren’t; cither all syntactically xelc- 3
vant fy-ets of the understanding of on*ences are part of their literal
meaning-or none are. 1 huve taken ti  conscrvative poxnt of view that the
kinds of" syntautlc arguments which huve been advanced in favor of genera-
tive semanhtics do indeed hold some.water, and that consequently one sort of
itransderivational constraint must be eliminated from the inventory of
. formal mechanisms in grarmar. Linguists don't, in fact, have any special
+  clairvoyan= b?opertics as far as meaning is concerned, and therefore should -
. not be all.ed to produce arguments whose first permise is, “The :caning of
) sentence S is M." By us‘ng standard formal arguments and letting the
prcyasitions fail where they may, however, a definition of sentence meaning
can be ashieved. h '
_ This is wHat D have Jone with reference to the aspect of meaning called
il.vcutionary force. In all cases where [ have found formal properties of
-~ sentcences which correlate with pragmatic import, [ havc concluded that
~that impore is reflected in the underlying syntactosemantic structure,
Applying chis criterion to sentences of imperative form, that is, to sub-
J&ptlESS, tenscless sentences whose logical subject -efers to the address:.,
we find that at least the f0110h1ng are distinct covert illocutionary types
ir English which this surface syntactic pattern encodes: requests, warnings,
contingent promises, instructions, orders, and suggestions,.-Each of these
types is distinguishable from the others syntactically. There isn't always
a single rule that marks a single sentence type, but when oneftonsiders the
total syntactic behavior, the whole list of rules that cach of these prag-
mat1cally distinct types is capable of undergoing, it turns out that each
»  list is distinct. i
Here is a set of properties that is sufficient for dctgrmxning that
the six types belong in separate syntactic categories. Where I mention a
surface form rather than a rule of grammar, i am so unsure of the formula-
tion of the rules involved that I do not wish to make any commitment--
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but rules are surely at work. .

1. The deletion of the second-person suvject of imperative-form
sentences is obligatory for most of the speeci-act types that imperative
form encodes. For warnings, however, the deletion is optional. Thus (8)
_can be many things, including a warning, but (9) tan only be taken as a
.warning. ' : "t ‘

(8) Don't eat too much. ™
(9) Don't you eat too much. s

2. Instructions -are subjec: to a unique object-noun-phrase deletion
rule under certain anaphoric coaditions (see Sadock 1974a). [In (10} the
antecedent is ir the first clause; in (11), a pessible label, the invis-
'%ple object noun phrase refers to the object that bears the label.

'(10) Pldce chicken in the pot and boil.

(11)'Keep out of the reach of children.

3. Both instructions and orders allow certain adverbs to be fronted.
These are principally instrumental adverbs, infinitive absolutes, anu while-
phrases. The last two kinds of adverbials sometimes represent s.pa.ate

instructions or orders.

(f2) with your-right hand. pat ybur stomach.
(13) Placing the bird on its back, sew up the opening.

4. Certain directional adverbs can be fronted, but only in or 5.
The rule here does not seem to be especially productive.

"(14) To the rear march.

5. Contingent promises, that is, requests to do something accompanied
by a promis.d benefit, and warnings, that is, requests to do something ac-
companied by an indication of 1l consequences if the warning is not heceded,
occur as conditionals a.. as imperatives conjoined with declaratives. (15)
and (16) are ambiguous between requests to rfeed a fish and warnings not to.

(15) If you feed my piranha, I'l1l sth you iny home movies.
(16) Feed my piranha, and 1'l1 show you my home movies. :

6. Warnings alone occur as imperatives dis sined with declaratives:
, ; .
(17) Don't €ued my piranha or ['11 show yru rm home movies.

7. Suggestions, requests, and the impe utive clause of contingent

‘promises can be fol.owed by an ‘interrogative tag (see Gr?en,lQ?S).

. (18) Have a sandwich,twﬁy don't yr

(19) Close the. door, would you?

(20) Mow the lawn, won't you, and I'll give you a dollar.

8. Although an interrogative tag is formed with all three of the
above, orly sugg2stions and requests show up in straightforward inter-
rngative form. '

(21) Why don't you have a sandwich?” . e
(22) Would you close the door?

8
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(23) ??Won't you mow the lawn and I'll give »ou a dollar.

9. Sugge ions are unique in several ways. Once striking pattern
consists of a let's-imperative followed by an iuterrogative tag. (See
Costa 1972). T '

(24) Let's play 0lu #Maid, why don't we?” 3

R . S !
In the simple interrogative torm, suggestions can be reduced by “the  dele-
tion of you/we + do:

(25) Why not play 0id Maid?
. . b .

10.  All of the.speech-act types considered here can show up as the
subjectless, tenseless sentences called imperatives.

11. Please can occur immediately before the verb (or before the pre-
ceding auxiliary do) that expresses the actiovn desired by the speaker in
requests, contingent promisess, and instructions, but not in orders, sug-
gestions, or warnings. . ’ . '

(26) Would you please take out the garbage? \

(27) Please mow the lawn and I'll give vou a dollar.

(28) Plcasc dispose of caretfully.

(29) *Left please face.
(30) *Why not please move over a”little?

.(31) *Please don't vou move a muscle.
These overlapping syntactid characteristics are displayed in Fig. 1.

It may be wondered wliether there ore any pragmatic differences that
are not reflected somchow or another in syntax. [ belicve, there are.
One sort of act which does not seem to he a separate illocutionaryi,
type in Englizh is a threat. ! have bBeen unable to find any grammaticnl
‘properties which differentiate threat§ from warnings, although I have
looked fairly diligently. If such phenomena come to light I will, of
course, havr to change my mind and consider threats ‘a distinct abstragt
speech-act type ih English. - -

But what is the difference between a threat and a warning if tqcylhre
not separate illocutionary. acts? It seems to ~c it is this: we describe.
as threats those warnings for which we assume " he warner has control oﬁe?

T thé consequences of not heeding the warning. In a similar way we may
describe acts of asserting as blurtings out just in case the assertion kas
made hastily r.d, to some cxtent, against the blurter's desires. Yet
clearly there is no illocutionary act of blurting out. [ am claiming,

.'then, that it is not a random fact that English lacks a surface performa-

“tive verb threaten, but rather ‘that this is reflective of the fact-that
f6r a principlad reason' there is no abstract performative verb with the
the appropriate sense. 1 am also claiming that it is not accidental that
we can use the surface performative verb warr to threaten, as in (32).

(32) I war. vou that if you don't marry my- daughter 1’11 shoot.

At this point 1 think it would be in order 7cr an opmonént of some or
all or what ! have been saying to wave an accensatory firger at the theory
. and its welter of unrelated, ad hoc predicates and cry, "Reductio!"™ This
system, he might argue, hus totally obscurel the unity ot the imperative
con§truation: instructieas, warnings, suggestions, requests, etc., all come
out looking the same because they are the same. .

R
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] Another counterintuitive result of mv method concerns the fact that
the.formal properties which distinguish tne various illocutionary types
which my assumptions have led me to pustulate are not entirely mutually
exclusive. That is, it is not the casc that there is a set of p.operties
which distinguishes one type, none ¢ which can be found in cenjunction
with another type. Rather, we find the partially overlapping properties
displayed in Fig. 1.

10

requests

contingent
promisecs

Optional | ~esence o 2nd-person subject.

7. Object-noun phra © deletion.
3. Adso-b freonting .

4 Dircosioral acverd tfronting.

- =

5. Coni.ii ) farnmy imporative « and + declarative.,

6. Impe-a .+ - - oo o+ Jdeclarative,

7. [nterrac, ™ e tag.

&, Iuroerre .o farm, o : .
Y. Let's_ _ - why don't w ; Why not _______? ’

10, Imperativ form,
1. Preverha: please.

By mercly postul.tiny separate abs. oot performative predicates such
as TUGGEST, WARN, OPOER, amd so on, we not only ohs.ure the pragmatic
similaritv among all these il.iocutionary cypes, bui ve also make the dubi-
s claim that the distributior of the formal feziires which derarcate

ry \ .
. i ) .t
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each typc ©eidental. This scheme give us no ability to say anything
about the that contingent promiscs hehave like warningg in regard to
some ~rop 3, like suggestions and requests in regard to others, and
like .. g - .ons, requests, and instructions with regard to a third set.
Fe . lyoothere is a steaightforward way out of both Jdilemmas.
Genuvio. . semantics allows one to claim that loxical items--most fre-

.quently verbs--are semantically complex. What, ther, would prevent one

from arguing that the abstract performative verbs which I have been forced
to postulate are also semantivally cowplex? In the case of the majority

of abstract predicates which can manifest themselves by forcing imperative
form on their abstract complements, then, it would be possible to postulate
a shared illocutionary core, an atomic praedicate which accounts for juat

as much_ illocutionary force as these sentences have in common and * which
the similar behavior of their complements can be traced. 1 will consider
in some detail once ca~» where 1 belicve exactly this is going on.

) Impressionistivally speaking, what all of the senses imperative sen-
tences T have mentioned have in common is that they oxpress a desire on

the part of the speaker to prescribe some future behavior for the addressce.
They are all explicit attempts by the speaker to impode his will on the
addrezsee throuch the medium of Languaye.  Let me use the oo .-tradit onal
label ITMPERE for the abstract predicate which expresses just this,  They
differ, however, in the ostensible reason tor this pres:ription., Requests,
for instance, arc taosce preseriptions the carrving out of which we under-

“stand would benefit the requester, while orders are prescriptions which

are legitimized by the official status ot the orderer relative to that .
of the recipient of the order.  Now some ordinary surface verbs have been
analyzed as containing o reason adverbial in their semant .o representation,
In Gallagher (19701, for example, we finl assassinate analyzed as kill
(which ipsc{f is semantically complex) for political motives. | wish to
consider as analogous the case of the abstract predicates found in.those
sentence that [ have called contingent promises and warnings. A contin-
gent p Lxe s oa oprescription for action whose communicated motivation

ls that the carrving.eut of the action would result in some effect which
the speakor as-umes f%q addressee would find desirable. Warnings, on the
other hand, :ire negative prescriptions  proscriptions, that is, and offer
as the fustification for the proscription the belicet that carryving out the
proscribed . avtion would result in an effect which the speaker assumes the
addressce would rind undesirable,  the surfiace verb warn, in fact, ret'lects
exactly these propertics. One sort of surfuac: conplemént which warn can
take s a Conditionai thir-clause. Now the consequent in this conditional.
dar include such negatively loaded verbs as mak  but not such positively
loaded verbs as ioet: :

(33) I warn vou that i1 you do that aevia 1111 make yow
stay home, L

(34) "1 wrrn ooa that if you do rhat again 1'11 let vou ‘ : J
stay home -

¢ -' S . S
Surface wara can also take noinfinitival complement, but this complemént
m.3t he sementically eeative: ‘ c

(35) 1 warn » 1 not to smohe.

(3%). [ warn You to refran from mentioning marijuana
in my home. .

(37) 771 warn vou to ypive me a dolla:

Warn can take hoth an-infinitival complement and a reason adverbial
‘ : !
\ ) (SRR :
S _ 30
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which can contain a conditional. In this case, the pros.ription and
the antecedent may be the same proposition except tor polarity:

(38) I warn you not to scream, because if you do.1'11 shoot.
(39) I warn you to be quict, because it vou arer't you'll wake
up the children. .
(40) ?*I warn you not to surcam, because it you don't | won't hurt

-you. .
{41) ?*1 warn you to be quict, because if you are we'll get away
T with it

Notice that the explicit negative in the complement of warn can explain = /!

the fact observed some time ago by R. Liakoff (1969) that the antccedent

i1, the conditional complement -of warn can take negative-polarity items "
Takiry all of these facts together, then, 1 pestulate that the semantic

structure ‘of warnings. whether they are realized with the surfage verb or

not, is something roughly like Fig. 2, where all sorts of prohfﬁms of

modal ity, cousation, tensc, and so on arc passcd over.

-

S o
S“ S:
/’R ;

T
NPI ASSUME Sl CAUSE NP TMPERE NP5 8=

STT - CAUSE S, I oS8 NOT
NP, DO 5. S NPs Do Sg "
S9 = Sg, NP| Teiers i the speaker; NP2 refers © the addressee, ani the
speaker assumc' that *Fe Sdressee-does-no: desire S )
! \
o, 2 ! ;

Contin .nt :icir~., [ sugpest, have a deep representation much like

Fig. 2, e; - © ev L aeypative in Sy is not present and the speaker
assumes tha. - Sdres-ee tinds Spodesirable. Ordinury requests might,

‘at a, guess, hav. ¢ propositic. eapressic the speakel 's desire for the
Jldfessee to carry out fhe prescribed oocivity in the reason-for-speak-
1c naverbiul.

Lo UTTONARY ACTS o
AP

I have wonue into hétqiljahoht illocutionary force from the genvrative-
semaltic vantage point, ‘but what is an illovutionary act, in this view”
Certaihly it is not simply those propositional acts inveived in the illocu-
tionary force of an uttéred sentence, for such sets would be automatically
successful upon complet 4 of the utterance. 1llecut .cnary acts arce
supposéd to be capable oy failing to be fclicitious, to secure uptake, to

r In this respect they are similar to perlocutionary
effestw. There is another wia: in which illocutionary acts rescmble per-
tyeutionary acts: the cffect of buth is posterior to the speech act. I
-~gs* cases, the j.rlocutionary effeets and the secural of uaptake of the
11locutionary acts are immediately posterior ta the act of speech and give

¢’ impression of simultans ity with it, but therc are cases where there

is a noticable lay. The perlocut ionary offect ot amusing somcone by tell-

‘
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ing 4@ joke is one cas¢ in point. Among illocutionary acts, the same delay
can be observed jin the performance of the illocutionary-act of christening
a ship. Under one sct of conventions, this effect is not achieved until
the bottle breaks on the stern of the ship., 1f it fails to, the act of
uttering, "I christen thee.., "doces not achicve the christening and must
be repeated. The illocutionary.act-in such -ises is just as much the hy-

.produc* of the uttcgigggzns"ﬁrc any perlocu:  aary ctfects.

Austin wished t 1stinguish between illocutionary and perlocutionary

"asts on the basi  of whether one describes the act as having been accom-

plished in saying something (illocrtionary acts) or by saying something
(perlocutionary acts). While it does s¢em strange to describe clearly

-perlocutionary eftfects as having been done in sayving, the tollowing sorts

of sentences <:rike me as perfectly normal:

(42) By saying, "I now pronounce you man and wite,” Reverend
Kornblatt pronounced them man and wife.

(43) By saying, "The evening star is bald,” Fred asserted
that the cvening star was bald, =~

l1locutionary ac* -, then, ave all of the characteristics of perlocutionary
acts, but not vi.- versa. 1 su.gest then that an illocutionary act is a
special kind .of perlocutionary act with characteristics which distinguish
it from all other perlocutious, just as illocutionary force is a circum-
scribable kind of meaning.” .

Some perlocutionary effects can be brought ot independently of, or
even in spite of, the meaning of an utterance, as when one yells in the ecar
of a sleeping person, "Don't wake up!" Onc can sacedd in frightening
somecone by saving, “E " but it is clearly not the rcwing of the utter- -
ance (if it's cven proper to speak of its having a m-aning) which is re-
sponsible for the success of the perlocution. On t} - other hand, there
are perlocutionary civects whose success depends cruciilly on the meaning
of an utterance. Maiany--but not all--kinds of jokes succeed in dmusing
because of what they mean.  Or to take a different sort of example, if I
am known tgo be an inveterare iiar, [ could convince my audience that it was
raining hy sayving, "It isn't raining,” vet a sentence with a difterent
meaniag, say, The cat is cn tie mat, would tail utterly to accomplish this,
I will ¢io U those prelecutiunary effects whose success depends upon the
meanir. ¢ an utterance sense-perlocutions.  Under tue view that illocution-
ary fo ¢ 1S an aspect of seatence meaning, fllocutionary acts ore sense-
perlocu.ions. .
. An  specially 1ocortant proper subset of the set of sense-perlocutions
consis.. of thoice cffects whoso sucvess involves that aspect of -meaning
called force. [Tlilocutionary vits are quite obviousl: wmembers of this set,
that is, they a~c force-puerlicoutions, 1o see that there are sense-
perlocutions which arce not force-perlocutions, consider the uscfulness of
presvoposcd semantic material. If there is no reason to doubt a spear.r's
presvppositions, we usuvalls - imply assume that they are correct, that is,
we become convinced ot *heiyv correctness. But what is presupposed
materiai is, by definiti:a. independent of the illocutionary force of the
sciitence in which it is 12!, A1l of the following sentences communicate
a presupposition on the rart 2f the speaker that Merton owned a Picasso.
For this reason they may ai! cqually will be uel to get the addressee to
believe that Morton owned » "icissc.

.(44) Sam saw Morton's Picasso.

(45) Did you sec Morton's Picasso”

{46) Také-a look at Morton's Picasso.

90
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(47) | promisc to look at Morton's Pivasso,

Now while every illocutionary act is u torce-perfocution, not cvery
force-perlocution 'is iijllucutinner act.  The most tvpical examples ot
perlocutionary wetsy in the old, narrower sense which excludes illocntion-
ary acts, turn out to be force-perlovutions, in fact. N certain question
might he~insulting under some circumstances, where the corresponding asser-
tion might not. A promise might please an addressee by virtue ot its be-
ing a promisc, where another illocutionary act would fail to have this
effect. What distinguishes illocutionary acts from other sorts of force-
perlocutions is, first, the automaticity of the success of the act and,
second, ‘the very direct relationship between the act performed and thy
illpeutionary tosu. ot the utter catence.  Foroan illocutionary act to
sugeced, all that "1s required s ine uttering of a sentence with a certain
fofce under certain conventional conditions, These conditions, the
félicity conditions, are vstablished by socicty, are finite in nuaber, and
are generally such that it can casily be determined beforchand whether
thev are satistfied or not?” It is for this reason that speahers ~re always
he' responsible fur teeir illecutionary acts. While there are conditions
oo the suceessT pertformance of non-illocutionary perlocutionary acts,
such as, ~1v. th:t an Iressee be sensitive about something in order to
be offended by s aention, thoose conditions are neither conventional nor,
in ,gencral, such that it ¢ be infallibly determined beforchand that they

; have been wet.  The relatiouship between the illocutionary force of an
4. utterance and the illocutionury act which is thereby performed is direct
T in thessense that having pro” ited the performance of the act of himself,
, the speaker has. perforaed 1 wibable by the sume predicate, “Subse-
queht to the utterance of a -oo ace with the illocutionary foree, £, it
the felicity conditions have been met, then it is correct to say that the
utterer has £'ed. -

The direct relationship between an illocutionary act and the illocu-
tionary torce of an uttered sentenee parfialls vindicates Ausrin's much-
discussed claim that illocutionary acts are conventional acts (see, rTor
example, Strawson 1971).  According to the point of view of the present
work, illocutionary acts ere conventional not only in that the conditions
which guwarantec their success are conventional, but also in that they are
uwirectly related to aspects of meaning which, by the detinition 1 have
been using. always mani fest themscelves in teras of formal propertivs of
sentences, that is, daccording to the conventions ot a natural lagguage.

CThe illoc sconary force of o sentence las the unique ability to change
the real world.  In gentral the relatiomship between the meaning of
uttered sontrence s and the real world is much more tentous. o the most
part, the meaning of an utterance i at doubi remove trom facts about the
real world. By at-oring scentences with poarti. Lir meanings, speankers
convey aspects or their beliefs und ottitudes. - But this, "of course, is
a tar cry trom their ugtﬂnlly heoing those ottitnd s or holding those
beliefs. [t is a serious mistaxe to claim that attitudes, helipfs, and
so on find dircct reflection iu singuistic form. Rather, it isahat we
wish to do with our utterances that determines which, if anv OfdQﬂLN\*__ﬁﬂ','
ferlings and estimations of the world we cxpress throuth the medtum ot
language . And because o speaker's true beliefs and attitudes ape by no
means indicative of real states of affairs, 1t is an even more serious
error o pretend as though situations have a direct intluence on the forms
of lanjuage. While locutions TiRhe "Fr a speaker believes™X, he says Y,
or "If ‘it has just ~opped raining, the speabey would say IZ." might be
convenient, thev and their hin should be prevented from masguerading as
truthtul representations of the way language tunctions. '

. | 9i
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FOOTNOTES 5

' See, tur exitnple, Ro<s 19700, Sadock Clutta, 1aovby, G Lakott (197
1977, R. Lakot't (193, and Daseson (07800 For contrary views, scove
Fraser (1971, 1970 and wnderson (1oosy

E But S . l‘l)le‘li-'J 1971, SU5-500.

3. This phenomenon is discussed nomore detarl o Sadock cloT 0 1075y

Cf. Gordon and Lakotr 1971, Hervinger (19710, Colakort (1ot
19750, .
voosadack (1969, 19720 19TAh) D Ross 19700, and Greeo (1Y

‘5
6 covery similar view 1S oexpressed an 1. cohen 11973
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What You Can Do with-Words:
Politeness, Pragmatics, and Performatives*

Robin Lakoff
University of California-Berkeley

v .

In the hictory eof trunstormati- nal grammar, we can trace an interesting
set of developments, from the carlicst years to the present, with regard o
to lirypmists' views about the function of syntactic rules, their torm, and t
their place in the total grammar. B

The received theory has been, and in some eircles still is, that syntax
is essentially autonomous: «a syntactic rule makes reference to syntactic
phenomena and nothing clse; all the information one needs to determine
whether, in a particular environment, a syntactic rule shall apply is it-
self syntactic. ’ . *

If one can make such an assumption with confidence, onc finds oneself
leading a comparatively casy life, syntactically speaking. The arca of
syntax is relatively small (compared, say, to what we ecmerge with if we
thrc ~ in semantics and pragmatics); onc can.restrict the shape of:one''s
rules quite nicely and severvely, as well as restricting the sorts of’
phenomena the rules are to account for. In this way, the strict syntacti-
cilan narrows down his possihilities, but he also geins the feeling that
what he is doing is possible, He is not workhing with innumerable options,
uncountable and uncontrollable conditions on hideously complex’ rules, and
tangled hicrarchics of acceptakility between pood sentences and bad ones.
For the pure svntactician, the majority of sentences are cither good or
bad. Once you loose the torrents of semantics and pragmatics, you find
vourself dealing with variation and variability in its infinite variety.

The purpose of this paper is, among other things, to discuss somc
areas whcre autonomous qyxtﬂi tails to function as a viablé theoretical
construct: | will mentdoidl a féw of the phenomena it canngi deal with,
and ~ust consequently rube ont of linguistics. -}t“;s;Schtimcs argued
tha- oragmat ic phenoména of the type I shall’be falking.gbout are indeed
out ot the purview of linguTsfics; since they are mig trictly speaking, =7+

. :

-

Rescarch unde. .t = paper has, been partially supported by the
National ScienCe . con, under Grant QN%F GS-SBH?O.//Among the people,
100 numerous to moiwcioiry,; who have been he¥nfilic the cdnception and
_writing of this paper, [ should\1iKex#o singl. out Den ‘Forman, George
Lakoff, fon Larkin, Mikg 0'Malle¥, Masa-aki Yamanash', the members of
Linguistics 153 at the University of Culifﬁ}hidf Berkeley, in the Spring
of 1973: and esroecial iy 'Andy Rogers, whosye ?rrﬁﬂgjng‘of the confirence,
discussions with me, und alternate shaming tnd endauragement made this
paper possible. if not\ﬂownright probable, ' ; Tk
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grammatical phenomena, but rather retlect all sorts ot non-llngul1t1}/tu\ﬁs rE
about the speaker, his cnvnrunmcnt” and the real world, My puxltl9ﬂ o
that this is, technically \pclklngi halderdash, | If two scntcnucy&nxvﬂ 2
apparently symonymous, and if an addressee reacts ong way to OnyLJHJ AuOThE},'
way to the other, he is dl\LIlmlnltlng between thcm on lxngunsle Lnﬂﬂkm

If, converscly, I find that [ may utter a particular sentence in nnviﬁbrt X
of spcial environment, but cannot Jpploplln(vl\ utter thc same woads jn,, .
another, although 1 have’ the same messuge to convey, must sxs]our that,’

this is part of my linguistic knowlcdgo just as mULh as 1d is, yn( of my
cultural heritage, or whatever I bring to myv interpret arlon of the sentanL
from my real-world experience, , If the effectiveness of cammun i cat ion is

at issue, I maintain that the problem is one for [IQLUl\r\ to work on, - |
often yith' the cooperation of other kinds of spﬂ\lajxsr dnthwopnloglst ),
psychologists, sociologists, literary critics, and’ Oﬂhtl\). but it is .in i
our range of competence. As e shall sce, some of the rules.that are most
purely syntactic, or were thouLht to be so, ° e scmautlc and pragmatic >
environments that must be specifiva it we ar o apply the rule’ Lorroutlv

One problem that scems crucial it we are to make much progréss in
understanding how we speak, has received minimal attention from linguists:
this is the question of why there is a transformational component altogether.’
Most of the phonological rules we can think of scem clear in/their purposc:
they simplify complex clusters, make it casier to get from one sound to
another, dissimilate too-close sequences of sound:, ete.  Of course, there

. are the puzzling cxceptions, but by and larges we can generally understand

* why rules exist mediating hetween the phonetic and the phonological -struc-
tures of a language.. Would that the situation were aaalogous for syntax!
True, in a few instances, reasons have been proposed tor certain rules
(such as equi-NP-deletion, or cxtraposition) on the grounds that these .
rules made surface structures casicr to perceive and progess than thelr
underlying structures were (cf. bever and Langendoen 1972). And there are
some rules.the reasons for which are more or less transparent (like Y- . o
movement and many topicalizat.ion rules gerierally), hut hy and. lurge, why '
we need most of the rules that we have found to exist ih <\ﬂtaw, and more
specifically, why they exist, in languilge atter language, in the form in
which they are found, is »w eniumi, and one we shalt have to understand if
we are to produce a credible grammar-otf any language) let alone a credible
theory of language. Among the hardest cases are those where the vhnngc in
structure between logical and surface form Jdoes .nét make for clearer per-
ceptual strategics; where, in fact, the change may complicate the structure
and make the communication harder to decode than might he des.red. _What 1
~want .to do in the coursce of this paper is look at some of these particudarly
nasty cases. to sce it we can supply any reasons for the existeace of such
complicating rules, whether in the syntax proper or in other arcas of our
communi.ative competence. ' )

One such problem arises when what is said is the opposite, or very
‘nearly so, of what is meant. Sometimes this-"is signaled by special words
or intonation; in writing and among more subtle speakers, it is not, 1f
we assume that the business ot grammatical rules 15 to make logical struc-
tures more“intelligible, whiat are we to do with a situation where, pre-
sumably by some ''rule of sarcasm,” septonce (lb) Qs uttered meaning its
apparent opposite (laj: T

(1) a. John is an idiot.
b. John's a real gcnigs,

or when. an apparent du. larative atterance, (2b), is to be taken as the
imperative, (2a}:
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(2)  al Open the door tor me. .
B, That's right, i torhere white 1otry to open the door
with myv brokea . : .
v In the case o savevsn ¢oeaomake o few generalisations, First,
.T.f}f\;l;'l(xl\c penerally says et o supertcial by "niee, " when being
sarcastic, and means some:i o uncomshimentary . rather than the reverse,
4 (3a) is an unlikely candidate for a4 <arcasticemeans ol expressim, (shi:

{3) . You're torribly thoucht less
"h.  How thought tul vou are!

second, it scems Tihely that sSarcasm most be used when Phe conveyed
meaning of the sentence i4 constraabde s offensive to somehodvg otften the
addressed, though just as often some thivd party,

Somet imes, too, sarciasm Jdoes not constst ot the P"opoosite” ot the

statement itsclf, but rather medns, 1 don't bhel T R R RSN TTAL

that ix, rather than the content orf the statement heine o versed, one of

the felicity conditions normally wderlvony o sl declarative.,

uttopance is negated: .' ' Sy

{4 1 see Nivon's vindicating himselt on Y

(5] Nixon's support in the polls has gone o rom 6% to -
’ .

2705 in g o sinele month:

And we should not make the mrstakhe ot gwwamons 0 the sarcastic sen-

tence (L) is really the complete equivaicar 0 vt vensite (Ih). o The
are not mutually substitutable; rather, the=o aic distinet environments i
which sarcasm-i's appropriate, and others - the straight negative state-
ment is the thing to sav.  So a rule th. rev Coopositiveness of a1 osen-
tence in the cenvironment |esarcastic] o- such ad hoe device will he -

unsatisfactory, as should he ovident. )

Another diftfteult problem to note ety in passing is that of dis-
tinguishing between sarcasm and irony.  Basically, sarcasm is exclusive of
the speaher: it makes mockery of someone else, while irony usually in-
cludes 'the speaker as one of the targets.  lence one is not nsually hurt
by irony directed at once, since the dimctor is a target too; but sarcasm
is gencrally painful. Another distincetion s that things can be ironic,
while sarcasm seems necessarily to be perforgmed with malicious intent, like
lying, and theretfore can have only o hunan (for some people Tike me, also
feline but not, tor exciaple, canined sabject,

(6) a.  It's Qronic that Nixon pot himselt into all that trouble
bécause he wanted the ereatest landslide in history.
b.  <lt's sarcastic that Bill's a real genius,
“ B

But this gets us no closer to linguistically-relevant rules for
sarcazm and irony. The problem-here i that these are cascs where the
surface structure is quite fux from the logical structure, but not a full
180 degree tiurn awday.,  [f it wer the latter, we would find it relatively
easy to formilly characterize thtrelationship between the intended mean-
ing and the surtuce structure. As it is, *he lingui-tic t_lh_cqr_\' sophisticated
enough to relate cven simp = vascd of woroa-n to”therr anderiving structires
has not becn cnv'isugvd. nor s it Tikely 6 be for some times “let alone a
theory able to predict when o strucrare will be interpreted as sarcastic
or as ironic. ‘ :

Sometires, we don't sav o thingZdirectly because the thought- under-

T T96
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lying it is abhorrent to recall or express, or it is feared that the
addressee will think so. So we may resort to (Ta) when we mean (7h):

("N a. How about a roll in the hay?
b. Let's fuck.

(It is a corollary of this fact about cuphemism that makes i sentence like
Paul Postal's (8) famous tor reasons other than its iinguistic importance:

(8) The blionde got it caught in the fan.)
\.
AN . . .
‘. Here, there is an apparentiy extra-l.nguistic reason why (7a) means
. what it does, as well as why we have chosen s roundabout way of saving what
we mean. This is one more reason why we must incorporate pragmiatics into
linguistic descriptions, or else risk counterexamples to the claim that the
application of rules facilitites the understanding of sentences. We will
eventually want to establish a hierarchy governing the application of
rules: ease of-ynderstanding the message sometimes takes precedence over
other factors--but, as we shall sce, sometimes it does not.
Another odd sort of locution ocdéurs when we are in a position where
the oaly thoughts that come to mind are critical, but manncrs demand we
say something (and something nice, at that). The well-known rule of
linguistic popularity, “if you can't say something nice, don't say it at
all,” and its corollary, "if vou don't say anything at all, 1'm going to
be insulted,' arc at work here, but because these rules are known to be
in effect in such situations, such statements are seldom taken at face
valuce., So the (a) sentences of the examples helow really convey the same
meanihg as the (b) sentences; an addressce familiar with American conver-
sational ritual can immediately translate (a) as (B). Occasionally, cf
course, we are lealing with a real ambiguity: not only has the speaker
said (a), he means tai. The very fact thar we find such ambiguities should
indicate to us that phenomena such as this are part of the rules We use te
understand language, and cannot be exempted from linguistics, any more than we
can lecave them home from cocktail parties.

(9 a. We aren't getting any younyer.

b. Yeu're looking old.
(10) a. Margaret is so capable.
' b. Margaret is ugly and generally undesirable, but

: she washes dishes nicely.

(11) a. Her cakes are so moist.

b. Her cakes taste like cotton batting, but wet cotton

batting.

(Grice has discussed such cases under the rubric of conversational ‘im-
plicature, o topic we shall return to at length later.)

The same sort of indirectness is sometimes found in declarative sen-
tences used to convey commands or reguests:

(12) a. 1t's hot in here.
h. . Open the window.

Then there are other types, ‘more directly related in superficial
form to the meanings they convey, but also more vomplex superficially
than the underlying sentences. In each of the following, the {(a) sentence
is  the more complex case, the (b} sentence its simpler approsimate de-
notative equivalent:

O
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(13) a., Please pass the salt. .

b. Pass the salt. . ) ,
(14) a. Can you pass the sult?
’ b. Pass the salt.

In Gordon and Lakoff (1971) u formil scheme is proposed to handle some
of the relationships among some of these indircetlv-conveyed meanings and
their surface structures. It does not, however, tell us why the particular
surface struccures that occur do occur, although it deoes provide some
interesting possible explanations for how we understand as we do those
conveyed meanings we find.

Much has been written about the syntax and semantics of tay sentences!,
but the question begged by everyone (gmong whom I am proud to include my-
self) is why tags are used at all. Clearly tag-tormation is a complex rule
to state, and clearly it complicates the superficial structure of sentences.
Sometimes, at least, (15a) seems tu be roughly cquivalent to (15b), (loa)
to (l6b): :

{15)

-3

That's John's mongoose, isn't it”

b. I think that is John's mongovse, but ['m checking
to be sure you think so.

Take tho garbage out, won't you?

I'm telling yvou to take the garbage out, but 1
can't be absolutely certain you'll do so.

(163

TOoOR

Tags have the effect of hedging--protecting a speaker from the consequences
of his speech acts, They give (a command, a declaration) with one hand
and take with the other. As such, they are very useful devives, but their
function cannot be discovered purely through recourse to syntax. Looked -
at from a syntactic point of view alone, the rule of tag-tformation appears
a useless excrescence on the face of transtormational formalism., (More-
over, tag-Q and tag-order formation, for many. reasons, cannot be identified
with each other when looked at as purely syntactic phenomenia. Yet ‘these
complicating, idiosyncratic rules are in many wWays alike. Their true . ;
similarity is discoverable only with reference to their pragmatic functions:
the conversational situations that permit their usc.)

Related to tags quite closely (pragmatically if not syntactically
or semantically) is thefuse of a group of verbs of thinking, in the first-
person singular present, to introduce declarative sentences. lere, too,
we cannot take the surface forms at their face value. These verbs in these
environments do not describe an act of cogitation; rather they have i
softening effect on the declarative illocutionary force of the sentence.
Compare the sentences below:
(17) a. I guess we've got to go now.

b. We've got to go now. B ”

Sentence (17a) is not a statement about the speaker's mental processes,

therefore it is not possible for the alddressee to comment on that part of
the speech act with a rejoinder like (18): '

- (18) You're a good guesser.
When such verbs like guess, think, and believe are uscd to describe the
speaker's act of cogitation, sentences like (18) do constitute possifle

rejoinders. Compare (18) as a reply to (19): . \

. . *\
(19) (How many beans are in the jar?) 1[I guess there are 1806--how \
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close am 1. W

In an cuarlier paper (K. Lakoft 19091, 1 said that verbs like guess in (17a)
were being used "performatively,' Rovers (1971) has quite correctly crit-
icized this tormulation: uhvioﬁﬂly by sagoenr something 1'm not pertorming
an act of puessing or thinking, so that these verbs per seoare not per-
formative. But I think that the presence of one’of thesce verbs in.the
surtface structure represents o logicall structure containing the abstract
performative verh [say], when the sentence is uttered in o specitic prug-
matic context: mnamely, that the speiber wishes to divest himscelt of some
of the responsibility tfor his asscertion,  In this respect these verbs per-
form a tunction similar to that of raw questions and hedges, discussed
below.

In anv event, it is interesting to note that, under this fadmittedly
sketehy and preliminary) proposal, . superticial toxical item like think
and guess may have at least two distinct derivational histovies, arising
from either of two logical structurcs. ino the "simple’ use of yuess, ox-
empliticd by sentence (19), all the meaning postulates that constitute

cand underlic the surface verb think are preserioin the logical structure,
under the verd node 1€ there 1s one. But for the more complicuataed type,
exemplified in (17a), the verb is g composite of g ¢t of meaning postu-
lates (in the logical structure) and a set of pragmatic conditions that
must be met. In this respect the distinction between what we might call
the "two verbs think” is greates and more complex than between, for ex-
ample, Postal's (19700 "two verbs remind,” all of whose di%tinguishing
characteristics were to be tound in the logical structure.

Close pragmatic relatives of the two sentence-types above are the
hedges discussed by G Lakott (19770 They may hedye entire speech-ucts,
that is, dilute their illocutionary torce, like the verbs just discussed,
or parts of speech acts, or lexical ttems within sentenges.  Compare. tor
example, (20a), where the hedpe sorta modities an adjective explicitly
present in the sentence, and (20b), where it modities or dilutes the force
of the declarative speech act by modifying the abstract performative verb
-[sayj, not present in the surrace sentence:

.
(20)  a. John is sorta dumb.
b. [t sorta seems. like {'ve toid you that a million
times already.

CPassivization is the most obviously syntactic case of & rulce that
complicates the fogival structure--probahly for reasons of added pragmatic
communicativeness--but the facts are not well understoody  \ great deal
has been written on the form of the passivization rule, and on "motivating
a transformational rclationship between active and passive sentences.

What is left largely unexplored is the reason why we have both actives and
passives, and, morcover, granting that this is a bizarre rule in many ways,
why it exists in so many languages. [ will say no more about the many
problems of passivization here, since I have amply exposed my perplexity
elsewhere (R. Lakoff 1971). .

We now come to the pragmatic, though not svntactic, converse of the
verbs of thinking: scntences in which the performative verb is explicitly
realized. Although the presence of cxplicit performative verbs ought nct,
in theory, affect the interpretation of sentences, sentences that contain
them are not cquivalent to simple sentences without overt performatives,
any more than are PhudgedQ uttferances wontaining tags, verbs of thinking, -
and hedges. It had been u great worry for adherents of the so-called
"performative analysis' that sentences containing éxplicit performatives
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were not equivalent to sentences with "abstract™) ones, s this scoemed to |
be u counterexample to the claim,  Actually, thyre wias no need to look {
at things this way, any more than there is G nedd to assume actives and
passives are fylly cquivalent. Obviousts, as it all these cases, we have |
two or more options, and they are not enparely free options:  roles are

applied for a reason.  Just as we tind virtmally no cases of eaxact synonymy
beiween lexical items in a language, there is rfo reason why we should

expect two sentences to be exact paraphases offone another.  [t's possible,

but not necessary.  Indewd, in the interest off ceconomy of the wrammar, it

is in i sense to the advantave ot a arommar to have as fow overlaps--like ;
synonyms and paraphrascs--as possible,  Why hdve two wars to say the same |
thing when one doos as well? That thas is thi case in sentences with and !
without superticially present performatives oan be seen by comparing the ;
following: , . / : i
(21) a.  I'motelliog vou that 1071 do it /
.. oo 1M do it '
{22, a. ' otelling you to <lop the houes,
b, Slop the howes.

i

The (a) sentences ta these two caamples are most apt to he used in case the l
speaker has reason to supposc. the addressee won“t do his part in making :
the specch act successrub, Tar instance, fin Ly, the speaker has reason

to fear he won't be belicved (o necessary bomdition for o successtul de-
clarative utterance}: in (22a), that he wek't be obeved.  Otherwise, there
is no reason to reintorce the pertormative,\ \lthough sentences with ox-
plicit performatives miy seem the antithesisNot scenrences with hoedged
performatives, actually they're not that tfar art pravmatically:  both
occur where the speakoer lacks sceltf-contidence, Yoth are opposed to the
Csimple unembellished speech act, and borh errv:\nr cavrescences added to
the simple logival stencturc-in the interest ot miking it c¢lear how you
fecl about what vou're savine, rather than being merels concerned with the

transmission of intormation.  (lor discussion of this problem, of.,
Lavkin and O'Malley 19735,

*Also paradoxical it we assame thiat communicating pure int. rmation is /
the, business of Langmages are Tovutions in which the superficial length {

of the utterance far surpasses Qits communicative content. By JL)/rights. /
such sentences o Lo a0t to eoxisty they say the same thing as ofher sen-
tences, but more <lowly and Tess efticientiy, Yot thoey do exigt.s o,

of course, as Grice and others point-out, they are’ not vquiv;ﬂcnt to the -/
shorter versions, cvictly. The very fact that there is o vibdlation is a /
signal to the addressce that something out of the ordinary is up. .
shall discnss this notion of <icnaled ciolation Tater at length, along
with the question of how the combination sipnateviolation works to imparf
more or diffeorent commmivative content to an utterance than the simple /
nal and violation, contains. For instance, they
ples below correspomd in connotation, though oﬁly
! i

We

case, devoid of both i,
(1) sentences in the o
crudely, to the (b sentences:

(23) a. It can be said of Miss Gruntz that she is, perhaps not the
moxst accomplished accordionist in Bloomington, Indiana.
b.  Miss Grunt: plavs the accordion badly
24 a. - bo vou think yon could perhaps lower vour voice a fow
. B vl -

hundred decililes”
b.  Shut wp! . B

It is well-known to cvervons who ever attended high school that ‘many
‘ g miany
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of the items on the foregoing list arc the \PCLidl banes of your average
English tedgher, whose function is to inculcate in her students a passion
for clear and precise diction. 1 and many people 1 have known have been
warned never to use particles or hedges; not to begin sentences with 'l
don't think," because that showed you weren't thinking or with "l guess”
because that showed you were only pucvssing; never to substitute the passive
for its corresponding active; and. to say things directly and succinctly.
As we shall sce, vour averige high-school English teacher showed therceby
that she had an excellent inborn intuition about the rules of conversation
and how they were to be applicd, but she didn't confront one problem:
that real conversations seldom follow the rules of conversation and that
deviations are always to some purpose, however mysterious or scemingly
counter-productive to the interests of efficacious comnunication. Maybe
like, and I guess, and pas.ives are sloppy or demonstrate a slothful turn
of mind; and mavbe there arc real reasons why we can't get along without
them. We shall sce.

We have seen in these examples that recourse to syntactic explanations

- won't help us understand much of language usc; we must, in fact, look at
the pragmatic aspect of gommunnuutnon and ask what communicative effect is
achieved by the usc of these device We find that there are, indeed, two
basic motivating forces that cause us to adhcre to or violate our syntactic
precepts. Stated briefly, these two rules of pragmatic competence are:

(1) Make yourself clear. (2) Be polite. 'These arc the pillars of our
linguistic as well as non-linguistic interactions with one another. Usu-
ally we don't get into too much troable, we find we are pretty well under-
stood even while staying within the basic rules Lovcrnnng politeness, and
we find we can be polite or at least.civil without impairing our intelligi-
bility in communication. The crunch comes when a conflict arises. What,
will happen when rules collide? Will a speaker opt to be polite, and mi s'-
understood, or impolite or brusque, and clear” These are the questions 1
want to look at in the rest .of this paper. 1In particular, [ shall address
myself to questions-like the following:

‘e Are there "rules of politeness?” tow do such pragmatic ru.es compare

_-in form and function with better-understood formal linguistic mC‘hﬂanm\--
\phonologlcal and syntactic, maybe even semantic, rules?

" ® We know there are non-linguistic as well as linguistic ways of being
pollte (for instance, those ingeniously hoticed and beautifully wescribed
in ‘the works af Erving Goffman, where we sce that non-linguistic politenecss
can be reduced to preciscly-describable and predictable actions). Are the
two connected? [f we can show that they are, we have made an interesting
discovery--that linguistic rules are, perhaps, subcases of more far-reaching
human behavioral rules. Linguistic competence is only one-type of cognitive
competence; proper non-linguistic behavior can be thought of as ."grammatical,'
aberrant non-linguistic behavior as *'d; that is to say, non- linguistic
human behavioral patterns can be reduced to the same formal sets of rules
‘as linguistic patterns are: often they will share rules, as we hope to
show here. Hopefully this remarh will not get the advocates of human free-
dom and theological frec-will upsct. - We're not, as everyone should know hy
now, setting up prescriptive rules for the way people are supposed to be-
have, any more than the rules in Chomsky's Syntactic Structures told people
how to form nice sentences. 'We are dJescribing what we see--reducing the
apparent chaos of human interaction, linguistic and otherwise, to predict-
ability. 'This. does not mcan we can predict what you will do, any more
than knowxng the rules of English syntax allows us to predict what you will
say. We graciously leave vou your autonomy; all we want to do is to under-
stand,. say, why word B follows word A in a sentence, why action A generally
precedes action B in a.non- 11npunsr1c transaction. This understanding
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come s in‘the form of rule-writing. Our working hypothesis is that these
two forms of prediction involve similar hinds of gencralizatrions, similar
sorts of formulisms, .

o We know there are "orderings™ of linguistic rules, whether in the
traditional transformitional scase ot ordered rules or whether the ordering

done in other ways. We hnow that difterent results may obtain it

Rule 1 works on the output of Rule 2, or vice versa--that sometimes one
rule must have applied (even in a case where normally the rule is optional)
in order for unother rule to He able to apply. s there a similar process
in the.ae pragmatic rules? Are rules sometimes mutvally exclusive, some-
times nccessarily orvdered in a particular way? Can one conceive of mis-
orderings of such rules and the aberrations in behavior that might result?
I am suggesting, then. that the mechanism we have found to be operative in
formal linguistics might just be part of the gencral huwmn conceptual
system by which we order the world and arrange ourselves within it. And
we might find parallels to syntactic behavier in-pragmatic behavior, and
beyond that, in non-linguistic behavior. . :

This paper will barely touch on these broad questions: it remains for
the futurc to tormalize what 1 shall.suggest intformally here.  But there
do sécm to be striking parallels of various sorts between purely "linguis-
tie".syntactic behavior and this wider rcalm of paralingnistics, pragmatics,
call It what vou will, . '

© With rhese provisos in mind, let us return to the questions | posed

a few mi ates ago.  Suppose we know it is necessary, in most human verbal
(and,. of course, nonverbal) transactions, to make vour intentions clear
while at the same time avoiding oftfense.  What happens when a conflict
arises? :

We can answer this only by first understanding more about the rules
of clarity and the rules of politencess, so that we can sce more precisely
in which respects they might collide and what the vesults of different

'sorts of collisions might be. We have, fortunately, a préliminary under-
‘standing of what we might call the rules of clarity--namely, Grice's (1968)
i rules of conversation, which cxist precisely for the reason of communica-

tive clarity. They dictate saying as much and no more than is mecessary;s
saying what is true, what is relevant, and saying it in a non-confusing
way. Grice's cooperative principle dictates that we strive to be unambig-
uous in verbal interaction; that, further, when there appears to be
ambiguity, we assume there is something deeper going on.  We might, in
fact, vant to refer to something like a "principle of mutual sanity,”

that is, cach participant in a transaction assumes, unless given strong
reason to abandon this belief, that the other person is acting rationally,
dOLng and saying things for the ultimite purpose of achieving communication
in the most dircct way. Any apparent violation is to be explained by re-
course to other principles--like the rules of politeness, as we shall show,

-or the dictates of certain formal styles, like poet:y or drama, which

impose special additional constraints in return for extra rewards. Maybe,
too, we want to suggest an application here of the Platonic Art of Mcasure-
ment--if you have to work really hard . to understand something, vou will, or
should, get correspondingly more out of it than if the communication were
crystalline in the first place. (We will have to permit exceptions to this
rule for scholarly papers, of course.) ’
Let me summarize Grice's maxims of conversation, bearing in mind that

we.are looking at them rather broadly here, as principles of interpersonal
competence, extending beyond purely linguistic transaction.

(1) Quantity: Be as informative as required/Be fo more lnfOlmuthL
than required..
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(2) Quality: S onle whet e bejreve po Lo e,
(3) Relevanew:  He oreiovant,
(4) Manner:  Be persproacous; dontt o bee apmibiogucs dontt be cleicare be

suninet

We miy note here that:

e Violations cexist, both ntentional aml otherwise. Vo we shall show
later, intentional violations are aencrally committed in order to conform
to another set of rules thar would be violated by strict adherence to the
ritles of conversution,

o The normal intormal conversation desiates sarkedly trom Grice's
rules, usually with prior signaled warnings to that cettfect, A\ conversiation
‘that observed these rutes Literilly would be inbearable to engage in, or to
listen to, .

o The rules hold for other types of actions, if wve can mithe necessary
changes in their fornnlation. - lhus if, for instance, you are walking down
the street with someone, you need to give him clues as to vour intentions:
which way voir will walk, where vou will stop, when you will slow down,
and <o on. Walking with somconce then i< 0 cooperative action in some ways
parallel to talking with someone. S0 you will fnot auite consciously, in
general} indicate where yvou will walk, and so o, by prather subtle movements
of the bodv. You will obscrve quantity:  wmovine ontr so much as to get
where vou're going, and at the same time indicate to the other person the
wity in which vou're noing about wetting there.  Superfluous movements like
arm=flailing, hichineg and <o forth are viewed strangdly, and concealinyg
one's intention to turn o corner uatil the lTast moment will also throw: your
partiner of . You make only the moves that really get you where yvou're
going, no "fulse” moves, swhich would be equivatent to linguistic lics.
Obviously the rules are simplitficd in this case, since walking is inherently
a simpler sct of actions than talking, "but the basic point’ is there.

Like the rules of conversation, the rules of politeness are designed
to get people through cooperative transictions with a minimal amount of
witsted eftort, or friction.. Unlike the rules of conversation, they are
to some extent mutiially exclusive: different ones are applicable in dif-
ferent rfeal-world situations, and applying the wrony once at the wrong time
may cause % much friction as not applying anve  We miy state them as
tollows: ’ : :

(1) Formai! Non't ippose remain aioet, . .
() Hesitano Allow thee el dres: antions.
(3) Eaqualire or irderio:s ACh as thouh uou and’ addrosses were

equadmike him ool good.

puic I is tollowed when the speaker heeps his distance
neither ashs about his personal attfairs nor tells the
P puess,

So., for instanc
t'rom the addresse
addressee about his own; does not use particles like "vou know,'
"well," since these tend to preflect personal attitudes of the speaker;

and docs not guess at attitudes of the addressee. This is also the rute
that governs 'fproper’ behavior in other ways: using correct table manners
(that is, not enforcing the offect of yvour presence on others); not inter-
rupting; not coughing or sneezing without an attempt at concealment (these
were considered impolite long betore the germ theory of diseiase trans-
mission); u<ing locutions like "one,™ the passive, impersonal forms; and
in languages that have them, using the “polite’ form of "you," and some-
times other pronouns as well, marking distance between the speaker and the
addressee. Mence, the proper butler, cver maintaining Rule ! aleofness,

says, '"Dinncer is served,” not "You wanna vat?'; the democratic American

1038,
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host, however, says "Lut's cat”

The use of title + last name, vather than first name as a form of 4
address is a form of Rule I politeness: it maintains distance between
speaker and addressee.  And we find still another linguistic use ot this
rule in the use of technical terms in academic and business situations s
well as in conversations with doctors, lawyers, and so on.  That is, their
usc of ‘technical language in talking to clicents, while a desire to keep
them mystified, is also a means of ensuring that status distinctions are
adhered to, that no informality develops, that the celationship remain
purely formal. tlere, too, we tind the use of technical words for sexual
and excretory, tfunctions (as opposed to true cuphemisms, which we shall
take up ncxt) The eftfect is to produce emotional distance from what is
being discussed, rather than cmbarrassment about it or a desire to avoid

talking about it-at all, as cuphemism does. And this may be why some
people, at least, teel repelled or amused at hearing a child say heshas
to ''defecate,” while his use of a euphemism like "hom.' or "caca™ seems
much more in place: formality is not a child's option. And, of course,
Rule I is most strongly enforced where camaraderie would be, socially
speaking, most dangerous, vet where it is important not to actually give
offense by suggesting that the addressee is not up to the speaker's
standards for association. Rule I allows the speiker to mihe no overt
comment on the relation between his own status and that of the addressees
he remains distant. So where we most ofXten address colleagues, after a
tairly short time, by first name alone, it is often casier even after long
acquaintance to address cleaning women, junitors, and so on by title +
last name.

Violations of Rule I, where it might ordinavily be applicable, do
occur; -in these cases, depending on the nature of the violation, who the
violator is, and his relation to the violatee, we may describe the action
as "gross,'" as "being familiar,”™ or-as "having no breeding,' all somewhat
old-fashioned terms, sceming to indicate that this rule of politeness
has fallen on evil days here. Also, the rule may be applied where -
ordinarily in our culture we would not apply it; in this case we may say
that the applicr is pompous, stuffy, standing on cercmony--terms which are
more or less frequent by comparison.  So we might pather by counting
frequency-of-possible violations that in our socicty (American academic
middle-class) it is much more noticeable, and much less forgiveable, to
violate the rule of formality by applying it where it was inapplicable
thar by not applying it where it is normally applicable. [ would sugpest
that in older and more stratiticed socictices, such as are found perhaps to
this day in Europe, the reverse may be truc. '

Rule 2, pernit addressee to decide his own options, is a. first glance
apparently anothor phrasing of Rule 1. But actually it is applicable in
different contexts, it is violated in different ways, it interacts dif-
fervntly with other pragmatic phenomena, and violations are interpreted ﬁ/////’/
quite differently. We arce making much use here of the notion, "violutie
of a rule.” We are talking about ungrammatical cases, cases that-mOrmally
don't occur, and we are constructing them for ourselves. This points up-
one of the uses of the introspective method of doing pragmatic work: iwe
might listen to tapes, or quic informants, .for yeas: hefore we encounter

“some kinds of -possible politeness-rule violations. Most of us, in most

situations, arc too well-bred to \lnlxrc these rules:  we know what trovole
we'd get into if we did:

It is argued that the new 5cner1t10n has no use for these rutes,
composed of frec sp111t< not weighed down by these mundane considerations,
but actually, some preliminary research suggests that they have developed
inviolable codes of their own: who do you pass joints to, how do you re-
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fuse u toke, how do you address and refer to couples of various sexes in
varions stages of non-marital togetherness? All ot these are problems for
the next generation of Emily Posts, and 1 wish them luck.  However, to re-
turn to the topic of the normal rules of politeness for us fuddy -duddics
over 30, -it is clear that we must resort to constructing cases of our own
if we are 2o be able to formulate the rules correctly amd determine their
ranges of applicability, as we shall sce. For we can only determine the
grammar with rceference to the ungrammatical, and the ungeammatical by def-
inition exists largely in the mind. It we encountered them often cnough
to record them, they.wouldn't be unprammaticual.

We return to the definition of the second rule: yive options. We have
called it the rule of hesitancy, since the ¢ffect of giving someone else
options is often to seem indecisive yourself, in order to let him decide.
Of course, trouble sometimes results from overzeaious application of thix
rule by two consenting adults: it soth participants in a decision-reuching
situation each clect to put this rule in force, you get a stalemate: "What
do you wanna do”" "Oh, I'll leave it up to you.'" Nonlinguistically, this
is sometimes seen in front of doors, when neither of two people can decide
who is to precede whom. Another problem is that this form of politeness,
like the others, is very often conventional, rvather than veal. 1, the
speaker, want to appeur polite by giving vou, the addressee, a choice; but
for any of various rcasons, vou, the addressee, have no choice, and you .~
had better rccognize that fact and act according to the real situationy”
not the conventional one. But often the speaker himself is inatind:

he knows the situation docsn't really permit the addresseeo have a tiue
choice, but he must make it look as though he doges+Tor the sake of
politeness, and the addressec in turn must w, and so on, into the night.

We find many linguistic manifestatiOns of hesitancy, some genuinely
"expressing uncertainty (that_isv ot used as politeness devices at all});
some used as true poli $s devices, but only conventionally cexpressing
hesitancy (the speakeér knows what he wants, but sincerely does not wish
to force Fddressce 'into a decision); and some used as conventional

///;glibeness (thé speaker knows what he wants, knows he has the right to ex-

ect it from the addressee, and the addressec knows it, too). This is a
form of linguistic ambiguity: we may perhaps call it contextual ambiguity,
since.it is disambiguated by a number of contextual factors, such as the
real-world relationship between speaker and addressee. The usc of questions
of many types, or question-intonation, where a declarative actually fits
the true conversational situation; the usc of tag-imperatives, or '"please,”
or both, with instructions; particles like "well,” "er,"” and "ah"-- all
are examples of Rule 2 politeness. The use of cuphemism is another.

" Why? The use of technical terms to avoid direct mention of things it
is impolite to directly mention, as noted, deflects the talk away from the
emotional sphere, and hence removes some of the embarrassing connotations;
this makes technical terms suitable for scholarly discussion, medical shop-
talk, and such professional uses. An anthropologist who can talk without
batting an eyelash about copulation among the Whango-whangos would die
before talking about the same tribe fucking, or even having intercourse,
and certainly it would destroy his profexsional profile if he were to re-
fer to their practices as doing it, or rolling in the hay, or having a
party. But adolescents telling dirty jokes will use the latter terminology, .
not the former, which sounds to them stiff and ugly and pointless in that
it removes the emotional content of the terms. B :

_ Euphemism, then, seeks to give the addressee a way ovut of having to
face the facts as facts: it gives him (at least conventionally, again) a
different way of looking at a potentially unviewable notion. Thus, euphem-
ism acts as a Rule 2 device where technical terms are a Rule I (Cevice.
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Here, too, we tind hcdgvs:/ the use of words like sorta and in g way and
loosely speaking arce wavs/of leaving the final judpgment up to the addressee
as to the definition of the whatever-tt-is.  So it is a little nicer to
criticize someone by sny/?g/jzﬁd) than by saving (25bh):

I

(29) a. That was sorf{ stupid ot vou,
b. Thut,was'stg;id of vou.

A'u+ﬂf/;c should/brohnhly think in terms of conventional usage. G,

'kdfé (1972) talked about hedges uas changing distribution curves in re-
gard to the truth of statements containing adjectives like tall, stupid,
etc. But here we really aren't changing our interpretation of the ad-
dressee's stupidity.  In both cascs, it is likely that the speaker thinks
the addressec was equally stupid; sorta is not a qualificr in the same
sense that, for instance, Lakoff spoke of hedges as being. e discussed,
for example, kind of tall, where someone 5'11" might be so described, but
not. someone 6'S$". But the same act of stupidity might be described both
by (25a) and (2Sb)--the main difference being not in how stupid the
speaker views the act as having been, bhut in how angry he wants to risk
making the addressee. Jjust as question-forms may be used to express con-
ventional uncertainty, so hedges may be used for the same purposc.

Finally in this category, as we have already suggested, are the cog-
itatives--words like suppose, guess, upain often used conventionally to
soften a declaration whepe the speaker in truth feels strongly enough to
have uttered a purce declarative. Framing a statement as a cogitative act
rathér than a declarative act leaves the addressce free to believe or not.
Tagging a statement does the same.  Similarly taugging an order or prefac-
ing it by please has the effect of making it a recommendation rather than
a requirement that it be obeved, again leaving the addressec options, how-
ever conventionial. But we always will retain the proviso that, when nec-
essary, options arc revoked; duress may be used if justified. And it is
thus by a sort of double-switch that locntions like You must have some cake
are rendered polite: ordinarily this is rude, as it cits off options, but
if the cahe is the speaker's own, the deeper suggestion is that the ad-
dressee will eat the cake only under duress. Now we must note that another
effect of the existence of Rule 2 is that it is considered rude to fish for
compliments, or compliment oncself--that forces the addressce to act in a
particular way. (In general as we shall find, forcing someone to violate a
rule of politeness itself constitutes a violation.) Now here the speaker
is indirectly un-complimenting herself (or himself). So she is acting per-
fectly in accordance with the rules of politeness at vne level, and this
supersedes the apparent violation at another point.” In the same wiay, a
sentence like "You may have some cake,' spoken without provociation, is an
insult, although it gives the addressee the options he desires: it is un
insult because of the implication that the addressee would want the
cake, as well as the fact that, as we shall sce; if violates Rule 3 by
setting up the speaker as superior to the addressee, able to make cnabling
acts and grant requests, as well as deserving kudos as a terrific cook.

Here, too, we can distinguish dircct imperatives from those derived by
implicature. Obviously, it is more polite (at least sometimes) to issue
an order indirectly, since it theoretically leaves the addressee's options
open. (Again, often mercly conventionally.) On the other hand, sometimes
an indirect imperative may be felt as ruder than a direct one: to say
grandly "It's cold in here” is to imply, sometimes, "My wish is vour com-~
mand”--that is, to imply, “If I say anything to vou, vou are to construe
it ‘as an order; I am so far supcrior to vou.” In other words, it may be

. taken as a violation of Rule 3, when all the speaker wished to do was not
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violate Rule 2.

There may well he different idiolects for politeness:  what is courte-
ous behavior to me might be boorish to you hecause we have sllhhtl\ ditter-
ently formulated rules or because our hicrarchy of acceptability is difterent,
Thus, for instance, in certain cultures it is considered boorish to ask how
much someone else's possession costs,  This i because such o question is.
felt ta violate Rule 1, or perhaps kule @y But kule @ directs, among other
things, that we should show an interest in the other person's personil
affairs, and compliment him on his tuste and financial success,  So tor
some people, such a question is a warm and courteous wiay to begin a conver-
sation. For the former group, Rule ! tikes precedence over kule 3, at least
in this regard; for others, Kule P supersedes kuice 1, [t's o matter of
upbringing, as we have suspected all along, but a matter of good prammar,
rather thun good taste.

A useful working concept hcno is Goftman's’ notion of free pgoods, This
is most often used in reference to material things--those things that on-
other person may make usce of hxthout special permission on the part of any-
one are telt to be "free poods:”  The interpretation of something as tree
goods Will change depending on personal retutionship and physical situation,
So, for instance, a dish ot hoisin sauce in the center ot the table at a
Peking Duck dinner is generally regarded as free goods by anyone at the
table: dnvone mav nitch in and help himselt,  But that same dish, it at
the elhow of one of the diaers, is hisx property, by virtue of its location,
and no longer free:  vou must nsk pernission to.borrow some,  The concept
of free goods is probably Rule ] related:  vou impose by appropriating non-
free goods. (1 am told thit in the \nuntux-uultulc this concept is being
eroded; it is considered gquite all vight to ash casual strangers for bites
of sandwiches at restaurants, and boorish to refuse.) .

This concept can he extended to linguistics, Clearly, there are some
tapics that once may ash abont frocly, and others that are "none of vour

business," that is, violations of Rule ! to ask about--non-tfree goods. It
i’'s also possible to aAppropriate non-tree goods by giving oxdcrs uhcn you
are not in a position to order, or the order is unrcasonable, “hy telling

the person something that it is not vour Jprerogative to tell hlm. of
[coursc these might be looked at as violations of Ruie 2 as much s Rule 1]
{you are imposing on his inner space, giving him no way out, and teaving him
. unable to cxercisce his options as to what to hear or do.,
Just as the sccher must excuse himselt betore grabbing when non-
ﬂ/ linguistic nontree yoods are sought, so must the linguistic nonfree goods

sebker oxcuse himsclt when information is songht.  He does this by means

of questioned explicit pertformative uses,

(26) a. May | ask where yvou were last pight?
b.  May U ask how much that Greek vise cost, Mr, Hoving?
(27) a. May I tell vou something--your slip is showing.
b. May I suy that | have enjoyed your compiny very much. : -
(28) a. Mayv | oask vou to recopsider vour resignation?
. b. Mny [ ask vou to help clear the table?

Such:complex locutions occur anly in casce the speaker fears he is invoking
unfree goods: when @ question cannot be construed as 1mpcrt1ncnt it

cannot occur in this torm. (29) would normally be usablé only in case the
question "How much is 36 times 8" had decper meaning, in the context of

the conversation, than it usually does, c.¢. was meant as a means of hurling
an accusation at the addressee. \

(29) May I ask how much 36 times 8 is?
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It is sometimes remarked Phat these uses are ot -contradictory:  thoy
appear to ask for permission o penform an action, vet they pertorm that
actlon in the same breath., (fhis is analogous, in non-linguistic tases,
to asking, "May 1 sce that difety postcard while snatching it,) Actually,
we must rememher that all thfsv actions--asking, ordering, telling--are
really dual in naturc Iheylare not exceuted correctly unless the
addressee does his part, ff the speaker is declaving, he must belicve,
if asking, answer; if. opdering, obey.  What these uses are doing, then, is
really saying, "1f l/gy/this part, will vou do the other? Thix 1w only
necessitry in nonfrece foods cases, where the addressee retiains the vight to
decide whether hisgﬂlrticipution in the conversational situantion, as re-
quested, fs in ordér and all right with him.  Of course, we also note that
this kind of bchavior, too, is generally conventional: it is.not usually
considered nice to reply “No' to these questions, and a simple "Sure” is
felt to be-tflippant. One must cither come up with the desired informtion
or produce a pood excuse, such as:

(30Y a. Well, [ just don't remember.
b. Er, oh, yeah.
¢. I'11 think about it,
d. I'm so tiraed. ...

Another problem that any speech-act theory must deal with is that, in
certain closely-related pairs of sentences, one is politer than the other.
for no apparent reason,

($1) ° a. You can take out the pgarbage.
b. Can vou take out the garbage

The difference between the two can be made clearer still:  in an intention-
ally rude imperative, only the declarative form is usable.  [he guestion
will seem to be sclf-cantradictoryv--polite in torm but rude in intention,
“
(32) a. You can take vour methodology and shove it
b. *Can vou take your methodolopy and shove it?

ft is interesting. though not at present cxplicable, that superpolite re-
quest forms iare more acceptable than the merelyv-polite (32b).  They are, of
course, sarcastic, but certanly while (32b) should be cquallys capable of
sarcastic intonation and interpretation. it isn't,

(33)  Could vou just possibly take your methodology and
~shove 1t
-

It is not immediately clear why putting the sentence into the interroga-
tive form can make such a ditference in its interpretation.  But it becames
clearer when we resort to our vules of politeness, and more particularly to
Rule 2. (3la} tells the addressee, direculy, that he is able to tulfill
the request; he is left no "out' in this regard. Now, if one is assumed
to be able to fulfitl a request und one.-docs not, one is being rude. Nor-
mally, the only polite wiay to refuse to accede to a request is to put torth
a claim of inability, real or contrived. But here, che addressee is not
even allowed to do that. [f he retuses. he will have to be rude himself.

- -The speaker of (3la) is forcing the addressee into an act of rudeness, it-

scelf an act of rudencss. He is doing this by violating Rule 2, denying
e addressee his option of gracious retfusal hy plea of inability. (If
the addressece does refuse, his refusal will be rude as a violution of Rule
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3. * He has put himself in a position superior to that of the original.

" speaker, which probably serves him right, but is a violation nonetheless.)

But if.the request is couched as (31b), at least conventionally the speaker
is merely asking about the addressee's ability, not imputing it to him.
It is, in fact, a particularly polite kind of request in that it really
v . .
puts the acceptahle form of refusal 'into the speaker's mouth--the denial

~of ability.- That is, it .very necarly suggests, "If vou don't do ‘as ‘1 ask,

I'1l know it's because.you were unable, not unwilling." Rule 2 is nicely
adhered to, and the 1ﬁpcrat1vc is polite.

But im sentences like those in (32), the question of ability, or even
"of. the -addressee's literal LO]plldnCC is not at issue. FEven ruder is
‘another- type ‘

(34) . You may give me a-kiss. L

This is doubly rude. First, because by supgesting that the addressee

wanted to do the thing in the first place, it suggests that this is an

offer he can't refuse--hence, a violation of Rule 2. Then, since the

: speaker,.is putting himself in the position of granter-of-the-request, he

" are thought of differently from violations of Rule 1. If Rule 2 is not

is considering the adéressce his inferior, a violation of 3.
"\ Rule 2 wviolations of both types (omission and commission) exist, and

applied, where normally it ought to be, the speaker will bé considered

" pushy, o: -~hrupt (especially if 2 woman). If applied where it usually is

‘u
!u

not, the .~<.ker will scem uncertain, meek, namby-pamby. Violations of
"Rule 2 seem interpretable as character defects rather than poor upbxxnglng
0T nastiness, as violations of kule 1 -seem to be.

Finally, the third rule of politeness is the equality rule: act as
thought you and addressee were cqualy don't pull rank. Again, this is often
applied conventionally. [t is effective only if the speaker is of superior
or equal ‘status to the addressee; otherwise, he cannot decide to enforce it
1t scems to be the case in typical American society that this rule super-
sedes the others, where AppllCﬂblC It is a rule of informality, the
opposlte of Rule 1; where it is possible to employ Rile 3, employment of
Rule’ 1 instead will seem stiff and unfricendly. In a Rule 3 situation,
speakers of thuse languages having such devices will use the informal form
of you mutuallv. Lhnnklng back to the formal will >1gnal a br.akddwn of
the relatlonshxp, anger, or,hostility. In the same way, a kule 3 situation
usually-implies being on first-hand or nickname terms with someone, and
switching .back to title + last name indicates the same sort of breakdown.
[For'discussion of pronouit and naming politeness in various languages, cf.
Brown and Gilman (1960), Brown and Ford (1964}, and friedrich (1972).) It is
noted by Brown and Ford that in this sort of situation, peoplec tallk easily
about a variety of intimate topics; the more chummy the term of; address
(say, nickname rather than first-name), the more apt people are to talk
about what we might call nonfree goods topics. Among such topics are
peggqo sex lives and their economic health.

vieYow we noted that in Rule 1 situations preople resorted to tCChnlLdl
tern(s to avoid discussing embarrassing issues like sex bluntly in\ Rule 2
situations;--we found euphemisms; and it is not surprising, given the other

" things true of Rule 3 settings, that here we find neither, but just the

‘;Simplé_imbcrativcs: not {35aj ar (35b), for instance, but (35¢):

simple terms themselves. Related to this is the fact that here we, find

(35) a. Please take out the garbage. ‘
b. Don't you think the garbage is beginning to smell? :
€. Take out the garbage. !
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This sometimes puzzles people. Surely, if you feel friendly towards a
person, you'd be expected to deal softly, that is, politely, with him?
Surely courtesy goes along with friendship? Actually, not really. Notice
that, if two people have been in a real Rule 3 relationship and then
suddenly onc of them starts to issuc requests of the form ot (35a) or (35b),
the normal reaction on the part of the other person will be rhat the other
is angry--"What did I do wrong?" The.idea scems to be that in this
situation, one need nat worry about imposing ‘or taking over options. The
real-world situation is such that neither will take advantage of the other.
As soon as this delicate balance is felt to be broken, the conveptions de-
signed for one's protection in circumstances where this is necessary sur-

‘face again. So we see that the conventional sorts of politeness are really

devices to prote:t one member or the other of a pair from cexpleitation.,  The
weaker is the one who has most to gain from polite gestures, bhut sin.c these
sc often turn out to be empty or convenfional, their value'is questionable’
in a recal-world sense. But Rule 3 takes precedence where it can.  When in
doubt, at least in our society, we initiate Rule 3. Of course, if there
really is an incquality in the posicigns of the two people involved, only

the person of higher status cen initiate Rule 3. He therebv says, MI'm

raising you to my level'--a compliment, one the underlying is presumably o
glad:to accept. But *f the inferior should presume to initiate the relation-
ship (he genernlly knows better than to do so0) it wonld be like saying,

“Come down to my level''--no complimenty and likely to be spurned, at least

in an age_less ostensibly democratic than this. For this reason professors
think it pretty generous and democratic of themselves to call students by
their first names. Students are often confused by this. “They don't quite
dare reciprocate (thev feel they'd he status-climbing and might to rebuffed),
but they feel even™worse about calling him "Mr."” or "Dr.” or "Professor"

.and getting first-named in return. This is analogous to a vous-tu relation-

ship in French, and rather demeaning.

We can also think of Rule 3 as the rule governing informality; by in-
formal, I mean here “outside of the rules.” (In Rule J situations, as we
have seen and shall sce, many conventional rules are suspended.) In Rule
3 situations, too, we tind many particles that aren't used so much for
hesitancy, but rather to express a feeling of solidarity between speaker
ar.d addressee:  y'kaow, I mean, like. anidentully. future and present
English teachers and rhetoricians should note that these particles, like
those mentioned in conjunction with Rule 2, dare by no means '"meaningless
they serve to delineate the relationship between speaker and addressee,
between speaker and his material. They show the addressce how the speaker
fecls about him--as friend or mere acyuaintance--and show bhow strongly he
feels about what he's talking about. We must not make the mistake of
consigning to th: scrapheap apy linguistic entity just becausce it does not .
bear dictionary, or denotative, meaning. Most of what we say isn't denota-
tive, but said mercly to show the other person what sort of relationship
you're trying fo establish with him. A : -

Then let us return to the question | posed earlier: is there a relation-
ship ‘between the rules of politencss and the rules of conversation? I think
there are several, although the exact forms of the relationships are obscure.

As has been mentioned, the rules ‘of ~conversation have as a principal
function the aim of the speaker to make himself clear. As long 1s the
speaker follows them literally, his meaning and the purpose of his act of
communication will 'be evident to the addressce. Of course, there alwilys
remains one great problem with the rules as formulated: my relevance is
your irrelevance, my necessity is‘your triviality, and sp.on. ‘That is, the
rules as stated assume language exists ind is used v a vacuum, or at any
rate do not attempt to allow for differences in applicability according to

'
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the situation. In a4 <c¢nse they are circular, or beg the quuestion:  in

cach conversational situation, speaker and addressce must somchos come to

a common decision as to what shall be necessary, what shall be relevant,
whet shall be clear. Then, if the speaker stavs within the guidelines as
uiaderstood by himself and the addressee, there will he no trouble, This

is, of course; a question of conteat-specitic pragmatics. 1 do not suggest
that the grammar must tailor the rules of conversiation to cvery concaaviable
conversaticnal situation, any more than the rules of grammar must soecity,
for instance, every possible situation in which some rather than any, or any
rather than some, might be used. We aim tor some generalizations as to when
the rales of conversation are in force. But | Jo want the reader to realize
that this is a real issuc:  the understauding ot what is meant by conversa-
tional necessity, conversational relevance, and so on, appropriate to the
sitvation, is crucial it we are 1o ever have rules of vonversation that

will have predictive value.

Suppasing for ncw that these details are understood, it will be scen i
that the rules of conversation,. ideally, function so as to produce maximally
clear utterances.  But then, they are but cubeases of g more general prin-
ciple of human conduct: be clear as to vour motives in a transaction. 1t
someone” is purposely unctear, conversationanlly or behaviorally, we call ¢
him respectively a liar or a hypoerite. 1t the lack of clarity is acciden-
tal, he is merely fuzzv-minded in both cuses. Of course, there s a third
class of cases. where the speaker announces his intention of being unclear,
as it were, and the addressoe aecepts the unnouncement, and nobody is in-
dignant.  But generally,” if we are in g situation where we expect the
rules of conversation to be in force,*we will be annoyed it we feel “thev
are being violated.

Annovanceé ‘is generally the reaction when rules of politeness are flouted,
stronger emotions usuilly being rescrved for cases where the violation is

“of something more serious than mere politencess,  So | am annoved it some-
one interrupts me (Rule 7, or if he calls me by my first name without in-
vitation (Rule 5), or if he gives peremptory orders without being my superijor
(Rule 2}, or it he commits violations of any of these rules in the direction
of omission. But I am not srnoved if he murders my mother or if he steals
my car. Nor is it impolite to commit murder. or steal cars., The rules of
politeness are effective only up to a certain point: when real Jdanger of
injury (physical, mental, or cconomic) looms, the rules of politencss are
ineffectunl. We have already noted cases witere the rules -of politeness
~differ between cultuares'  the British, for instance, are stereotyped by
many red-blooded (as opposed to bluc-blooded) Americans as overly insistent
on Rule ! and unwilling to apply rule 3, whether or no’ it is really true,
[t is but a small exaggeration for the American to suggest that the
British not only apply rules of politeness to a greater extent than we do,

.but apply them where it is urossly inappropriate to do so. So we hiave jokes
about the British remembering therr rules of politeness as they are sinking
on a ship, or caught i lagrante. But the point | wunted to make here was
that our reaction to violations of the rules of conversition is'rather
similar to our reaction to xiolations of politeness ru'es in general:
annoyance. He has a nerve to take up my time with that shaggv-dog story,"
or "Why don't you gt to the point, dammit,” or "Why can“t he say what he
means?' Interrupting a participant in a discourse is felt to '« much like
going on and on about, upparently, nothing, Both mark vou as & comiersa-
tional -menace, a boor or a bhore, as the case may be.

In fact, we can look at the rules of canursntion as subcases of rules’
of politeness. As noted, the rules of conversation are there to ensure
clarity. Clarity in n'convcrsntionu} contribution means that the speaker
will not be wasting the addressee's—time. That is, he is not imposing on
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the addressecs he i< telling him anly what he has a-need and a desire to
know. lmposition occurs when conversational contributions are unwanted or
unnecded, .

The rules of conversation as presently tormulated apply only to Je-
clurative dpeech-ucts, xince the lutter alone have as their major purpose
the transmission of information. Yot we might want to be able to bring
interrogative and imperative sentepces under the same classificatory scheme
it we wished to make the rules of conversation into a usetul heuristic
tool. For, instance, just as we can talk about pragmatically ill-formed
decluaratives, we can vonstruct ill-rormed interrogatives and imperatives,
We feel there are violations of speech-act rules going on in all these
cases, but how cian we reduce them to violations of the same sets of rules,
namely, some version of the rules of conversation?

Adeclharative violiates the rules when it gives too much, or too little,
information or.the information is heside the point or unusable bdecause it
is'presented in an obfuscatory way,  Now, just axra declurative dispenses
informution, a question seeks information. 1 have suid that forcing the
addressce to violate a rule of politeness, or convers:ation, itself con-
stitutes a violation. Then we might look at an aberrant question as one
that would torce the addresscee, it hé were to attempt an answer, to violate
onc of the rules of conversation, Rhetorical questions are a possible case,
(As long as they are sianalled, we don't object, but sometimes rhetorical
questions are inadequately signalled und theretore taken as trie questions--
and then we do wet annoved. i Phere are several types of rhetorical ques-

tions. Ih the first instance the speaker already knows the answer (so that
the answer would violate quantity by being nwore than ix needed) . Class-
room gaestions are of this tyne.  Labov (19701 kas discussed how the inter-

pretation of such aberrant guestions differs trom dialect to dialect,
,
{36)  wWhen did Coltumbus discover \merica, Johmny? ) ,

. R

In xome cases, the speaker knews the addressee couldntt possibly know

the answer (and would violate quantity again, because he couldnt't possibly
SV AN much as was orequiredis: -

Where the noll s Frod?

(37
Fhere are other Xvpes o aberrant questions. Violations of relevancy,

for example, where the amswer would be apparently irrelevent to the con-

versation: ‘

T(38) S l: So then | owent in o to Nixon, and U said to him,
Dicy, 1 want to talk to von Yor a minute abont vour.
stand on our diplamatic relations with Serbia.  and ’ ,
he savs.... .
' Sp o2 ive” von seen Glenda recentlyey ' . - -

To which Sp 1 wmay answer, with indignation, “What has that to do with any-
thing" or "huh," or =omcthing indicating that the conyversation has taken,
in his view, an irrelevant turn,

Or, of coursce, the gquestion may violate manner.  Fhis is most ohvious

“when the addréss<ee couldn't understand the gquestion itselt. that is, doesn't

perceive: how he is to answer appropriatelys, <o preswnably his answer would
be confusing if it were to exist. . '

q .
(39) Have vou spoken te whatsisname about the whaddvacallit? -

We have been equating conversational acts with donlinpuistic acts, and
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we can cquate questions in this way with imperatives. . While a declarative
gives or provides something (namely, information), a question and an im-
perative both seek to get something. In this way both are distinct from
declaratives. An interrogative sceks to gain information; an imperative,
to get compliance, thai is, something nonlingnistic or at least not nec-
~essarily linguistic, from the addressee. In this way, we can think of
linguistic concepts of free goods as applying ecasily to both interrogatives
(information that the speaker doesn't have a right to have access to) and
imperatives (actions the speaker doesn't have a right to have access to).
How can we ralk about violations of the rules of *conversation with respect
to imperatives” The problem here is that no information is’itself imparted
directly by an imperative, as with a declarative, and none is sought, as
with an interrogative. Yet an imperative can be ill-formed under the
following conditions: (1) The addressec cannot obey (and ithe speaker
knows it) and (2) the thlng has been done already. bxamples of these two
types are: ' : i

(40) a. Ycah, just make me do it!
b. That's right, cry!

A third type of imperati,c¢ violation consist- of asking someone to do
_something vou do not have the right to exmect him to do. This is parallel
to free goods violations in questions (askhing a question which you do jnot
have the right to expect information about) and xn declaratives (giving
information you do not have the right to dispense?), The first two lin-
guistic cases are parallel to taking some material object without permission;
the last, to offering something that wns not asked for nor normally thought
of as involving free goods, but in a sense it does, in that we are thus
forcing someone to accept what he might not want. Giving information is
parallel to complying with an orde "50 to be instructed to do something
that one obviouslv cannot -v is pnrlllcl to being asked to give an answq,
one “cannot possibly know [like sentence (37)]. To be instructed to do
something one is doing already is like being asked to give .information that
is known alrecady [like (36)]. So if we think of the ruies of conversation
as, really, rules of transactions, we can think of question and. declurative
violations as violating specific principles: the declarative directly and
- .the interrogative by forcing the addressce to commit a linguistic violation.
~ And we can think of imperative violations as forcing aberrant non-linguis-
tic. behavior by linguistic means. The first type of abcrrant iwperative
[as in sentence (40a)}, is like a quantity violation in the direction of
less information than necessary; the second, of more. We can dlso think
of relevance and manner violations in the same way. (But it seems difficult
to think of violations of quality for either questions or impcrativeq since
you‘cannot in the first case force someone to give a false answer merely
?shlng a question, and I cannot even think what a quality violation would
be An terms of imperative sentences. After all, what is a false action?
Could we in this case mean a wrory oné, and spcak,of an imperative vio-
-laqion’of quality as one that got somecone to do something incorrectly?).
't The reader Shouldthave been struck, while reading the foregoing passages,
by a seeming difficulty: in the normal friendly conversation,. we don't
) follow the rules of convcrsution; In fact, the casicst way to ensure a
~ stiff, formal, or abysmally dull conversation is to abide by these-rules.’
Then it would seem, if these rules were not followed, that conversation -
would inevitably bog down in its own illogic: a conversational contribution
nct made according to the rules would be impossible to understand and im-
possible to respond to appropriately. Yet we know this isn't so. We
_generally understand .cach other perfectly, though the conversation doesn't o

115 -

-,

ERIC

Aruitoxt provided by Eic:



O

ERIC

Aruitoxt provided by Eic:

—

" what You Can Do with Words 99

_abide by the rules at all. Theoe are several quéQtion\ raised by this

situation. First, how do we relate thesc apparently aberrant contributjons
to a logical sequence of conversation?” And thcn, why i= it typical for con-
versations not to follow the rules? How is it that thc friendder a con-
versation, - the less it will adhere to Grice's muxims?

Grice contributes at least a puartial solution to the first puzzle. He
hypothesizes a cooperative principle by which.we make sense of what we hear.
We assume, on hearing a contribution to i conversation, that it is intende:l
to make sense and fit in with the general topic. If the contribution it-
self deviates from the form specificd by the rules of conversation, the

‘listener can relate it .to seme Lontr1but}on that would tollow th¢>c1r1lu5
\by using the notion of conversational implicature. Normally, the listener
‘can figure out what the contrihution implicates beyond its superficial

‘meaning. Perhaps even more interestingly, he also can generally figure
out why the speaker has made him go to the trouble of untangling the
implicature, for certainly it would he unrcasonable to makie participants in

“a.conversation go to special trouble to understand one another unless some- -

thing were to be giined. Shortly we shall suggest what that something may
be (as Grice Joes not). : :

We can nge many OKJmplv\ of blatant violations ot the rules

‘e Quality: " Glenda, you've never looked more beautiful. .

e Quantity:  You're thirty-two years old, Fred. ([meaning, for cxample,

"settle down, uet out of gradunte school, get a job." This sentence o
obviously vidlates qunflt\\\lnLO Fred_does not necd this intormation as it
stands: he presumahly knows how old he is.] e

e Relevancs: What 10\01\ weiather we're hl\lnk [when said in the middle
of a dxscuxslon about M ry Smlth s sexual proclivities, as Mary looms into
‘view. j . .

@ Manner:. ['"what were Lucy and Bill doing in the Library?"| Well,
they weren't discussing literature. = .

* Larkin and O'Malley (1973) have discussed many cases like these as non-
information-giving conversational scyuences. *It's true that they do go out
of their way not to give information, or to conceal it, but they do:
communicate information somchow, and by the very fact that they communicate
it indirectly, they further indicate to the addressce that the information
is of a special kind, that the conversition is in a special class.

There seems, in fact, to be an overriding principle in all of this:

"Be clear, unless tinerce is some reason not to he.” Then, if clarity is not
achieved, the participants in the conversation will, hy this wetprule and
their concept or implicaturce, hoth be able to llgulc out why thelvontiitution
was unclear, and what its translation is.

Therc are various overriding reasons that we can identify. First,
Iiterdture is notorious tor jack of <larity, poetry in ertlLUlHT, and
often it scems that the wore highly reparded the work, the harder the
reader has to mediate hetween the printed word and its intention. The
result is that cach reader, since he has to some extent an xndx»nduxl gram-
mar by which he interprets implicatures, receives his own message:  a work
of art is"not’ the same wark to all people It is this process of mediution
that makes reading good works of literature an exciting intellectual ex-
ercise, and also one of the things that distinguishes "ereative” writing
from scientific, technical, or academic prose, which attempts aboveé all
to be clear and unambiguons--and thereby sacrifices, perhaps necessarily,
any esthetic pleasurce.it might possibly impart to its readers.

The language of certain kinds of schizophrenics also is notahle for
violating these conversational principles with greater-than-normal frcquonuv.'
But the problem ir understanding these very special conversational cohtri-
butions is that{most listeners arc not opoxatnng under the same system of
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rules that the speaker is: cither the speaker has his owp special rules or
his own special directives governing the applicability of the usual rules.
I don't .know which is the case, or how you could tell.  Now obviously it's
probable that no two normal peoplce have exactly the same rules as to when
you use implicature, how you use it, and when the situation demands its
use. ‘Hence, people are alwavs contusing and offending cach other by being
more indirect than expected, or more brusgue than expected, in a given
situation. But their contributions could be translated into what was ex-
pected by the addressee, and the indirect means that the speaker used were
the ones that would be expected--not some really bizarre circumlocution.
If a speaker errs too often in these ways, he may get the reputation of

chaving various sorts of personality detfects--being arrogant, shy, confusing,

ard so on--but he will probably not be considered out-and-out insane unless

his contributions are rcally and consistently out of the ballnmark. '
Another type of situation where we are apt to resort to implicature

to get our conversational contribution across is where we sense we are in

possible danger if responsibility for the direct speech act can be ascribed

to us. So if we feel we don't have the right to give orders or make requests,
we might merely say, "Brr"” where in another case one might say, "Close the
goddamn window:" :[f the topic of conversation might be embarrassing, one
might say it indirectly (consider the example of a manner imslicature, above)
to avoid being charged with prossness.  Burcaucratic style, with its well- .
known turgidity (u form of manner violation) is famous. for avoidance of
responsibtlity for sayving something. The result, of course, is. that cvery-
one interprets the directive as suits him, or not at all, and-nothing is
expected, which’ id the consummition Jevoutly to he wished by the dutiful
bureaucrat. o :

~ = And, related to this in wavs we have discassed already, implicature

is closely tied to politeness: When the speaher is atraid that what he has

to communicate will "involve nonfree goods of some kind, he is apt to resort
to circumlocution, that is, the use of implicature. fin fact, conversational

cimplicature is a special case of rfoliteness Ruie 2; at least conventionally,

it gives the addressce leewny in'interpreting what is said to”him. He need
not automatically realize that he has just bedn told THAT, whatever unde-
sirable thing THAT may.be.  But strict adherence to the rules of conversa-
tion themselves is, if Gelated to politepess at atl, Rule I rglated. Staying
strictly .to communicating real-world information--devoid af youf judgement s
as to whether it is indclicaie or otherwise troufflesome--is a type of )
Rule 1 behavior. It distances speaker and addressce from! the content
of the utterance, and thereby trom cach other. '

When we look more closcly at indircet speech acts, wenotice inter-
esting relationships among thom. In particular, there is a hierarchy in
which they may be used to replace direct ntterances. Theoretically, an im-

PEy

‘perative could implicate either a declarative, a question, or another im-

perative, and similarly for the other two major speech act types. 1In
actuality, there are miny fewer possibilities, and thése may be represented
schematically by the following hicrarchy: :

question <: declarative << hm!qrugivc

This may be read as: “a question may implicate a declarative or an im--
perative, a declarative miy implicate an imperative or another declarative,
but an imperative muy implicate only another imperative, not a question

or a declarative. In this sense, an imperative is the "stronpest” of the
three. speech act tyvpes, a unStinn the weakest.  To pive some exanmples:

(41) Where's théﬂﬁbunut budter? fD!E:)is rtad usl"conversutiOndey
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implicates'| )
You've put the peanut butter someplace weird.
Give me the peandt butter {alrcady).

Why isn't the peanut butter on the table?

's cold in here. '
Closy the window,
['m uncomfortable.
*Where's my sweater

(43) Take out the gurhugc.ij

DI 0w — o= L1 o e
DI

(where * denotes an lmpossible implicature.)
l. *lt smells in here. -

2. - *What day does the garbage get collected?

3 Follow my orders

This hierarchy is apparently basced on how demcaning or difficult it is
for the addressce 'to be expected to perform the work required on his part
for the suzcessful completion of the speech act.  We have alrecady remarked

~that the conditions guarantecing success in all three speech act types
are two-way: both speaker and addressee have a part to play.

To summarize here, a question requires a respense (verbal), a declarative
utterance requires the addressee's belief and an imperative requires the
addressee’s act of complinn;c.h L )

A response is purcly verbal, committing the addressce, to rothing further.
Morecover, in a4 questioning situation, the asker puts himscelf "'n a humble
position with respect to the person he’is asking: he needs the response
from him; he is at his mercy. So in asking a qugstlon, the speaker acknowl-
edges his subscryichcc. which counteracts the amount of work that the
addressee is expected to do.  (Hence, too, a particularly telling form of
sarcasm is a question which by virtue of the supérior position of . the ques-
tioner commits the addressce to. -provide a regponse that is embarrassing
to him: "What the hell do vou tHink you' ro d01ng with that?')

" To require someone to believe what vou're saving is -inherently to ask
less of him in terms of measurable intellectual or physical labor, but it
is asking something more dcmcnnlng To impart information thut is expected
to ke believed, the speaker puts himself in a superior position to 'the

- addressce and is presumably giving him something he needs. Hence, a de-
clarative is harder for an addressce to take'than a question.

. An imperative is the hardest:of all, and hehce the speech act tvpc most

© often hedued, implicated, or otherwise got at indirvectly. It is true that
an imperative, *like a question, puts the power to grant something into the
addressece's hands:  the speaker needs something from him. But the -p<aker
also implfcs. with the direct imperative, that the addressce cannotirefuse
to comply. While giving infpraation may put you in an intellectually
superior position, which makes the question a relatively light constraint
on the addressee, doiny something at the behest of someone else indicates
that vou are somchow inferior to him. Thus, an imperative is the least
potite and the most avoided of all the three speech act types, and hence :
cannot be used as an indirect means of conveying the others. o

~Supposing that we are thus going to violate the rules of conversation '

viia implicature, it is considerate to so warn the addressece--to let him
-know that there is a rcason tor -the apparent confusion. So we find that ©
violations are often signaled. The following imaginary conversation' is

rife with examples of signaled violations: 4

(44) 1. Sp i: Nice'day, isn't it? S,
2. Sp 2: Yeah....y'know, it fecls like spring. -~
3. Sp1 Yes... by the way, do you still have my lawnmower?
4, Sp 2: oObviously your wife never told you my wife
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. gave it back.
5. Sp 1@ Your wifc and mine haven't hid too much to say to
each other lately, if you know what [ mean...
6.. Sp 2: Oh yeah, they're real pals.
7. Sp l: say, don't tnkc.nn\ wooden nlgkle‘
8. Sp 2: Right, be secin' yu.

Here in virtually cvery speech we find a violation of a rule.of conversation,
signalled by something.in the uttcrunce, whether lexicul or merely intona-
tional (which we cannot indicate). This i's a fairly typical sort of con-
versation, [ guess, if a bit suburbun and tedious. We can also hazard a
guess that the better the purticipants know ecach other, the more violations
of the rules of conversation, siqnulcd or not, will play a role in their
encounters. :

Let us look at (44) and sce what the undcrllncd -portions Lontnlbute

® Line 2: VY'know signals a violation of quantity, that is, what
follews is, strictly speaking, more than the addressec needs to know, since
he knows it already. The purposc of such a violation is to remind him
which of the various things he know: is to be brought to the forcground of
his thoughts--which of his voluminous general knowledge he neveds to take
part int the rest of this conversation.

e Line 3:7 By the way signals a violution of relevance. Again, strictly
speaking, what follows is not related to what has preceded. The signal in-
dicates that the topic is being changed, at least apparently, but that it
is still related to the interests of the participants somchow.

@ Line 4: obviously 1% a violation of quantitw again.. (If it really
were obvious, there'd be no need to sav it at all.) The use of the word

open the possibility that by chance hc may not knou it and thxa is really

new information,
® Line 5: [If you know what I mean signals a violation of manner.

 Usually interpreted to mean that what is about to be or has been said is.

too "delicate'" (i.e. too neur a free goods violation) to ‘be said directly,
that is, that there's a rc¢ason for obfuscation but obfuscation it is.

e Line b: tlere is a violation of quality, signalled largely by
sarcastic intonation. To say thé thing directly would be to belabor the ;!
obvious (violate quantity, right?), so Speaker 2 chooses to vlolate quulxty,
signaling, instead. :

® Line 7: Say d&dlﬁ sxhnals a violation of relevance, 1nd1cat1ng a
change of subject, in this case a polite form of leave-taking. ‘

. It should be evident, then, from the toregoing that the use of viola-
tlons of the rules of conversation, partx;uldrl signaled violations, is =
a prlnc1pal means of ensuring informality and kccpxng Lopveradtlons going," g,p'
as well as avoiding awkward moments when there is nothing to say (no
information to communicate} or no graceful.way to say it directly.

With these thoughts about siynaling in mind, let us return to one of
the problems we-noted carlier--that the underlying performative verb could
occur superficially in any of several forms: (1), totally absent, the "un-
marked” case; (2) present in its verbal form; and (3) softened, as a
cogitative, and, -presumably, softcned and appearing in a related nonverbal
form, as“a hedge or a tag quegstion. In the third case we find, again, a.
violation of the rules ot conversation in Jeference to a rule (Rule 2) of’
politeness:- it leaves the addressee his optiuns. A <<ntence containing
one of these verbs violates the rule of quantity: it gives less information
than, strictly speaking, the addressee needs to know the speaker's intention.
Therefore, confusion sometimes ensues, as we have said, when the addressee
doesn't know whether, in fact; the speaker really is giving all the infor-
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mation he hax at ‘his disposal as clearly as he Lan, or wh"thcr his hesitation
is conventional for purposcs of politencss.

The first case is simply disposcd of. Such a sentence violates no rules,
makes no special assumptions. Thi simple cases with no verb of *speaking \
explicitly present are gener rally all that is necessary for the addressee to
understand what is conveyed by an act of speech.

This leaves us with the sccond case, of superficially-present performa-
tive verbs. We have alrcady mentioned one such ciuse, where it was necessary
to use the performative in quexrxonx where a free goods conflict might
exist {cf., for example, (21) und (22)]. In thosc cases, it was the per-
formative act itself that needed permission, so naturally it was necessary
‘to mention it explicitly. But we have other noninterrogiative cases:

(45) a.- I'm telling you that Sweeney is a conscious dupe of the
Communist conspiracy. : :
b. I'm telling you to vote for Sweency.
¢. I'masking vou why vou voted tor that idiot Sweeney.

"Now one thing that is true . of u sentence in which evervthing necessary to
understand its meaping is present is that it's clearer than one in which
this is not truc--not as elegant, perhaps, but clearer. There igs less.
posqlblllt\ of mxsundcr\tandxnk So if we were intercstogt 8T Jppl\lnp
the first of our rules of pragmatic competence--"be clear™-<iwith the mest

& force, sentences such us the ones in (15} would be prime candidates. At

:thaikame tlme they are in violation ot the rules of politeness, since thC\
-exprefsly close off the addressce's optiohs, tell him how he is to think
[(a)]. what he is to do [(b)], and hov hedfs Lo reply (o)), By im-

LLc*tlon then, he is being ordered around, Tcx«mmrorll\ and not being

Lt ‘sated as an cequal (vioiation of Rule J)\JHd‘hClHL pressurcd as well

"(Vﬁblatxon of Rule I A more pu[\HJ\l\C case of politeness violation

, would be hard to find. This is i cofitradistinction to theé sentences of
: typ@-l which neither viotlate An\fhﬁng‘nnl go out of their way to oh\c;vc
aamgthlng But they scem fine for “he purposc. Whipbother with the séeond

z type, so potentially trouhlesome? BT

It Gs true that fow duels, if any, have beer’ fought over the presence
of an explicit performative in a sentunce.  Thepe is pencral understanding
that, if one must resort to such a sharp way of saying a thing, there must
be a reason for it. “Waen there is danger that a lack of understanding
exists, desperate measures are taken. Politeness is sacrificed for greater
clarity, . Now we have to askh where sentences such as those of (45) are used.

They seem to be common only as last vesort measures: that is, théy're
used'when frevious attempts to communicate the message appear to have
failed. So (a) is uded as a counteraroument, when the speaker of thatwsen-
tence has already said: ’ '

(46) Sweeney is a conscious dupe....’

and his addressce has cither ianored him or replicd something unsatisfactory
like: ’ ’

4(47) Sure, sa's your old man. . o ~ . .

Similarly, one wses an order Tike 11500 oily when a previous order in
1mplpr form has been cuunTerdndvd or ignared. - And, finally, () is ap-
propriate if'a previous qncxrlon has gone unanswered.  So tocse sentences
seem to be used whean lerlt\ really is a serious issue--when there dis
dotibt thﬁt the xpocah act wis Uffcctl\v its first txmc round, in order to
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insure that there should be no mistake the second time. 1In this kind of
situation, it is gencrally recognized that desperate measures arce appro-

--priate, and that politeness may be violated in order to ensure clarity.

But generally, onc had better be pretty careful before assuming that
violations of politeness wili be tolerared.  ®e may note that, though the
rules of conversation are essentially principles of clarity, and utterances
like those of (45) arec performed for the sake of clarity, in some wayvs they
may be loohled at as - - {ions . of at least one rule, namely quantity, :ind
perhaps manner (they are not fully sucvinct).  But as with most ot the
rules of conversation, we must ask, "necessary for what," "succinct

enough for what' and, thus put in context, we sce that they are just
necessary enough for the situations in which they gre used, and just suc-
cinct enough, too. This is one example of the problem alluded to ecarlier,
of defining the terms used in stating the rules of conversation so that
they could encompass all the necessary tyvpes of conceivable pragmatic
situations." ‘ _

1 have tried in the course of this paper to approach a puzzling
question: where severaligays of saving approximately the same thing exist,
and some are more connlex dr less clear than others, why do they exist?
And why, when sev ral woys ot <aving something exist, is the usability of
each confined to a partjiculdrirange of contexts? 1 have.shown that polite-
ness is oftén a decisive factor, as well as a very comples one, and,
therefore, that sociology must-po hand in hand with linguistics if we are e
to explain many aspects of languaye use, !

And T might suggest in cenclusion the existence of fuzzy pragmatic
rules to go along with our tuzzyv syntax and fuIzy semantics (G. Lakoff
1972). We sce that the rules ot pragmatic competence, along with the rules
of politeness and the rules of .conversation,.arg applivable to difterent
degrees .in different contexts, and thus they all interact with one another
in many and varied wavs: Morcover, the distinction between real and con-
ventional politeness, hesitancy, camaraderie, and o on oceurs in degrees
rather than precise steps,  Aad we have also scen there are dialectal
differences 'in the rules of politeness:  their form, their range of
applicability, their preferential ordering with respect 1o each other and
to the rules of -conversition, s well as judgements aboud the various en-
vironments in which the rules might be applicd. | So we sed that lTingnis-

Ltics is broader than it wias vesterday, narrower than it wiil be tomorrow.

- As, indeed, who of us is wntf
FOOTNOTES i
: . y )
I Por-discussion of the syntax, semantics, and pragmatics ot tags, cf.
Cattell (1973), Jackendoft (1971, and R, Lakotf (1969), none of whose
ositions the present’ author necessarily endorses.” .
Particularly as discussed in Goftman (1967).

=3 I can think of two types ot examples: (1) telling the addressee some-

thing that will hurt him and {2} telling the addressee something he should
not know. ' . e v -
“  For, much insightful discussion of the uses of and problems with explicit

:pérformative verbs, cf .- Davison (1973)
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I would like to discuss two aspects of pragmatics that in recent vears have
been treated very differently: indexicals and conversational implicatures.
- Montague and Scott proposcd .o handle indexicals by adding to points of re-
ference_(§ometimes called 'indices') extra coordinates for speaker, hearer,
time and place utterance. This proposal places indexicals among those
phenoména to be dealt with by formal iogic, and such systems have in recent
years been articulated by Lewis- and Kamp, among others. [mplicatures, on
"the other hand, were taken by Grice to be by naturc informal inferences of a
fundamentally different kind than logical inferences, and hence not to be
dealt with by the apparatus of formal ‘logic. In other papers I have dropped
Jhints to the effect that indexicals and implicatures should be treated some-
what differently than they are in.the Montaguc-Scott and Grice proposals.
I would like to elaborate a bit on those nints.
The basic suggestion is this: __

(1) 1If the goals of what I have called natural logic are adopted, then
it should in time be possible to hundle indexicals without any extra
coordinates for ‘speaker, hearer, and time and place of utterance,
and it 'should also be possible to handle implicatures without any
kinds of extralogical inference. ) ‘ '

" The basic ingredients of the suggestion are as follows:

(A) The su-called performative analysis for imperatives, questions,
, statenents, promises, ctc. K
"(B) The limitatior of pointg of reference to assignment coordinates
: for variable: and atomit predicates.
"(C) The commitment of natural logic to the formal semantic charac-
terizationof"all natural language concepts, including those
having to do with social interaction, such as sincerity, politeness,
. formality, cooperation, etc. '
(D) Globa),,transderivqtional, fuzzy correspondence grammars.

" Let us start with what has héen called the performative analysis
is not a single proposal, but a’ family of wvarious partial proposals made by
grammarians 1ike.Sanctius, Lancelot, and Whitney, and more recently by Postal,
Robin Lakoff, Ross, Sadock, .J. McCawley, and myself, among others. Th ’
positions held by these people vary a great deal, and it-is not-my pur
to try to survey them here. What they have in, common is that hey woul@\

.analyse imperative sentences like Leave as having logical strfictures con-"

. 4 . \
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taining a performative imperative predicate with arguments referring to

-speaker and hearer. cssentially the same logical structure as that needed

for the (surface) sentence T order you to leave, wWhich contains a surface
pertormative predicate (order) amd surtface arguments referring to speaker
and hearer (F ané you). In support of such an analysis, a larse amount of
syntactic evidence has been oftered: it is wy opinion that there is enough
correct evidence of this sort to strongly support such a proposal for im-
peratives. Ross has, in addition, observed that syntactic evidence of the
same sort in nearly the same amount is available to' support a parallel per-
formavive analvsis for declaratives. Thas, a declarative sentence like
There exist unicorns, which contains a surface pcrformutivc!dcclarutive pred-
icate (state) and surfuce arguments referring to speaker and hearer (I and
you). Whereas most of the cevidence to date for these proposals has been
syntactic. in nature, I would like to provide some evidence in favour of them
¢f a semantic-pragmatic n@urc. ;

Let us first consider two proposals for providing formal semantics for
performative sentences, one made by David Lewis (1972) and one made by myself
(1972a). Lewis adopts the Montague-Scott proposal for the use of indices
(Montague's term) or points of reference {Scott’s term) to account for in-
dexicals in- the tramework of general intentional logic us out lined by Montague

We may take indidgs as n-tupies (finite scquences) of the various
items other than meaning that may entar into determining extensions.
We call these vartous items .coordinates of the bndex, and we shall
assume that the coBrdinutcs are given some arbitrary fixed order.,
First, ve must have a possible-world coordinate. Contingent
sentences depend fug\their_rruth value o facrs about the world,
and =0 are true ao some possible worlds and talse at others.  A-
» possible world corresponds to a possible totality of tucts, de-
terminate in all respeets. Common nouns also have different ex-
tensiops ap different possible worlds; and so do sone names, at
least if we adopt the position (defended in lLewis, {968a) that
things are related to theid coanterparts in other worlds hy tices
of strong similarity rather than identity.
- Second, we must have several contextuald coordinates corres-
ponding to familiar sorts of dependence on features of context.
{(The world coordinate itsclt might be reparded as a feature of
context, since different possible utterances ot u sentence are
located in different possible worlds.) We must have a time co-
ordinate, in view of tensed sentences and such sentences as
"roday 'is Tuesday'; a place coordinate, in view of "such sen-
tences as 'Here thére are trrers': a speaker coordindte in view
of such Zentences as 'l oam Porky'; an audience coordinate i
view of such sentences  as 'You are Porky': an- indicated-objects
coordinate in view of such sentences as 'That pig is Porky' or
“Those men arce commugists'; and a previous discourse coordinate .
in view of such sentences as 'The aforc-mentioned pig is Porky's )
Third, it is convenient to have an assignment coordinate:
an infinite sequence of things, reparded as giving the values of
;any variables that. may occur free in such expressions as 'x is
tall' or 'son of y'. Each variable employed in the langunge'
will accordingly be a name having s its intension, for some
number n, the nth variable intension: that function whose
value, at any index i, is that thing which is the nth temzm
of the assignment voordinate of i, That thing is the exten-
sion, or value, of the variabhle at i. (Note that because -
there is more than one possible thing, the variable inten-.

. L2
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a

sions are distinct: nothing is'both the njth and the nzth
. . . variable intension for two different’ numbers nj and 2.}
- The extensions of 'x is tall' and of 'son of y' depend on
" the assignment and world coordinates of indices just as the
-extensions of 'l am tall' and 'son of mine' depend on the
speaker and world coordinates. Yet the assignment coordinate '
cannot naturally be included amonyg features of. context. One '
. might claim that variables do not appear in sentences of- natural
. -languages; but even if this is so, it may be useful to employ
"variables in a categorial base. In any case, I seek sufficient
generality to accommodate languages that do employ variables. \
. ...Thus an index is tentatively any octuple of which the l
|
|

1

_first coordinate is a possible world, the second coordinate
is a moment of time, the third coordinate is a place, the

" fourth coordinate is a person (or other creature capable of
being a speaker), the fifth coordinate is a set of persons (or

. other crecatures capable of being an audience), tie sixth coor- '
. ~ dinate is a set (possibly empty) of concrete things capable of

. being pointed at, the seventh coordinate is a segment of dis-

) * course, and the eighth coordinate is an infinite sequence of

2 things [Lewis. {(1972:175-6)].

C

a

© Later, -Lewis pives his aceount_of the semantics of nondeclarative sch-
fcﬂCCS;\after rejecting a proposal by Stenius: : ‘
. N . B
1.pre?cr~an alternative method of treating non-declaratives |
that requires no revision whatever in my system of catecgories, i
Cy - 4dntensions, and meanings. Let us once again regard S as the
: category sentence, without discrimination of mood. But let us i
pay special attention to those sentential meanings that are re- {
= presented by ‘base structures of roughly the following form, \

o : 3 Z .

gt : /\ '
- ;o S/N N b

i : /I\ l !

[ {S/N)/NS N, S I . '

command vou ' :

ask-whether .
)
. . \
. . o

,Such meanings can be represented by performative soentences

such as these.

I command you to bhe late.
I ask you whether you are late.
(See AJstin€31962, for the standard account of performatives;
but, as will be seen, I reject part of this account.) .Such
meanings ‘might also be represented, after a more eclaborate
_transformational derivation, by non-declaratives.

O
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Be late!/
Are you llate? l

. / . !
I propose that these non-declaratives ouglit to be treated as
paraphrases/of the corresponding performatives, having the same
base structure, meaning, Intension, and truth-value at an index
* Or on an occasion. And I propose that there is no difference in

. kind betwegn the meanings of theée performatives and non-declara-
© tives and the meanings of the ordinary declarative sentences con-
“sidered pdeviously. oo

!

‘Lewis, hb#evcr, refrains from going all the way with the performative
analysis; in particular, he refuses to embrace a similar analysis for de-
«¢laratives. | :

/ : .

If someone says 'l declare that the Earth is flat' (sinccruiy,

‘not plaﬂ-acting. etc.), I claim that he has spoken truly: he

does indeed so declare. I claim this not only for the sake of
- ‘my theory but as a point of common scnse. Yet one might be

tempted; to say-that he Fas spoken falsely, because the sentence
~embedded in his performative--the conptent of his declaration, the

belief he avows--is false. tHence I ldo'not propose to take or-

dinary |declaratives -ag paraphrased performatives (as proposed

in Ross; 1970) becausethut would get their truth conditions

wrong [Lewis (1972: 210)).~_ i ‘
i M .
! - ‘ .
The analysis Lewis ilopts for non-detlarative performatives: resembles,
in its essential parts, the proposul I made (1972a,b) for all performatives,
including declaratives: ) 1 '

...it is claimed that the logical fonms of imperatives,
questions, and statements should be Trepresented w3 in (\).

' ("\) ) ‘ S
PRID ARG ..\T(; XRG
Order x u 91
Ask : . I
Statce - . .
‘ or .
X Says I ' et

In (A), & represents the propositional. content of the command,
qucstionﬁ or statement.  Note that in statements it is the pro-
positional content, not the entire scaténce, that will be true

or false. For cxample, if 1 say tc vou 'l state that I am-inno- -
cent', and you reply 'That's falsc', vou are denying that [ am
innocent, not that I mude the staterent.  That is, in sentences
where there is.an overt performative verb of saving or stating

or asserting, the propositional content, which is true or :
false, is not given by the sentence as a whole, but rather by

the object of that performative verb. 1In 'I state that I am
innocent', the direct objcct contains the embedded sentgnce

“T am innocenr', which is the propositional content. Thus,

4

i : ) >
. ke ) . N i‘t" . ’
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even in statements, it should not be surprising that the illo-
cutionary |force of the statement is to be represented in
logical farm by the presence ot a pertormative verb.

In the analysis sketched in (A), the subject and indirect
object of the performative verbs are represented in logical
form by the indexical expressions x and . Rules of grammur
will mark the subject of the pertormative verb as being tirst
person and the indirect object as being second person.  thus,
logicai forms need not contain any indicition of tirst person
or second person, as distinct from third person. If there are
other instarces of the indexical expressions x and y in §,, they
will be marked as being first and sccond person respectively
b. the grammatical vule of pevson-agreement, which makes a NP
agree in person with its anteccdent. Thus all occurrences of
first or second person pronouns will be either the subject or
indirect object of a performative verd or will arise through
the rule of person-agreement.  The analysis given in (A} and
the corresponding account of rirst and second person proiouns
makes certain predictions. Since the structure given in A
is exoctly the same-structure that one finds in the casc of
non-performative verbs of ordering, asking, and saying, it is’
predicted riat rules of praumur involving ordinary verbs of
these cla.ses, which occur ovcrtI)'ilfﬁnhzlish sentences, may
generalize to the cases of performative vorbs, cven when those -
verks are not overtly present in the surface form of the sen-
tence, as in simple asrdoer:. guestions, and statements {G. Lakoff
(1972a: 360-131). : ) '

the wnulysis of (A not only permizs the -tatement of
grammatical generalizations, but it also permits one.to sim-
plify formal semunti.s. Consides, for example, the notion
of an ~“index' a: given by Scott (1969). Scott assumed that
indices would include among their coordinares specifications
of the speaker, addressee, place, and time of the utterance,
so that truth conditions could be stated for sentences such
as 'Bring what you now have to me over here'. linder an '
analysis such as (A}, the speaker and addressce coordinates
could,be eliminated from Scott's indices. Morcover, if (A)
were expanded, as it should be, to include indications of
the place and time of the utterance, then the place and time
coordinates could be climinated from Scott's irdices.? Truth
conditions for such sentences could then bé veduced to truth
condiltions for sentences with ordinary adverbs of place and
time. Morcover, truth conditions for sentences such as 'l
am innocent' ‘and 'I state that I am innocent' could be gen-
eralized in terms of the notion 'propositional contert', namely,
S, in (A). Thus, (A) can be motivated from a logical as well
as a grammatical point of view [G. Lakoff {1972a: 569)1.

and addea footnote 9 at the last minute:
v SR
9 This becomes clearer if one considers Lewis' treatment in
Genéral Semantics rather than Scett's. @ Lewis distinguishes be- .
tweén 'contextual coordinates' and an 'ussignment coordinate'.
The {contéxtual coordinates are for such things as speaker, au-
diefice, time of utterance, and place of utterance. The assign-
men# coordinate gives 'the vitlues of any variables that may

o | 125
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occur free in such expressions as "x is tall"™ or "son of y''.
The assignment coordinate will have to assign a vnlu%
corresponding to the speakexr for person variables, since: the

" speaker would presumably be in the worlds in gquestion. &hc
same for the audience. If times arc assigned to time vartables
by the assignment coordinate, presumably the tiime of the Utter-
ance will ‘be included: And if places are assigmed to place
variables, one would assume that the place of the utterance
would be given by the assignment coordinate., Given this, and
the =@nalysis given in (A), the contextual coordinates become
superfluous, since the job that they would do in Lewis' system
would be done automaticaily by the assignment coordinote to-
gether with the analvsis in (A). Since {A) involves no new r
types of structure--the same predicates occur in nonperforma-
tive uses and have to beswgiven anyway--we have a considerable
gain. What we have done is to largely, if not entirely,
eliminate pragmatics, reducing it to garden variety. semantics
|G. Lakoff (1972a: 655)j. k4

. p—_ .

The principal place where Lewis and 1 differ is on the nﬁnlysis of de-
claratives. My fecling .s that the reason he gives for rejecting the per-
formative analyvsis for declaratives is a bad one. According to Lewis, if
a speaker uttered (1) ' B '

(1) 1 st&te‘thab'thc carth is flat
and somcone replied ' i

. - . | . ;
(2} a. That's -true : : / |
or . . i

b. :That statement is true i

then, Lewis claims, the speaker of (2a) or (2b) Wouid not he committing him-
self to'the carth's being flat but only the first speaker's having said so.
Lewis is simply wrong--natural language does not wérk tHar way. The speaker
of (2a) or (2b) is committing himsclf to the earth!s being flat,

Lewis’ proposal is reminiscent-of the classic Story {(probably fabricated)
of the Pirtsburgh judge who was caught taking bribes. When called before a
grand jury, the judge took the stand under oath a#d snidl'l swear that I have
never taken a bribe’. The district attorney then/brought the judge to tiial
for perjury, and produced witnesses to the effect that albribe had taken
place. The judge's defense was that he had not fommitted perjury at all,
since all he said was '[ swear that I have nevof taken a bribe', and he had
indeed sworn that he hid never tichen a bribe. ~The case whs thercupon dis-
missed by the trial judge, who happened to be an old, friend of the defen-
dant judge. On lLewis' account, justice was served i thid case. On my
account, it was not. : . : i T

Part of the confusion in !ewis' discussion arises becausc the English
surface adjcctive true has certain conditiops for appropriate use for just:
about all English speakers, with the exception of those lpgicians and philog~
ophers who have made that surface adjective into-a techniktal term. When )
Austin said that a performative sentence was neither 'trqc' nor 'false",
and 'false' in their ordinary senges. A statement is something stated or at
least statable, that is, that can be the direct object of a predicate of
least statable, that is, that can be the direct object of a predicate of
stating. It should be added that ‘the normal Cnglish surface adjectives
true and false arc also limited by an additional cogdition on their appro-



O

ERIC

Aruitoxt provided by Eic:

~

: ) ' "~
. den g
Pragmatics in Natural Logic 113

. . ) 1 . -//

priate use, namely, that any statement that they are predicated of must

have previously been asserted or at lecast cntcrtnlncd Consider scntences
like:"

3} a. It is true that it is raining outside
- b. It is false that it 1s raining outsidc 4

One could .not )uqt g0 up to someone out of thc bluc and, dpproprldtol\ say

_such sentenhces. The question has to have previously come up -as o whether

it is raining. Though (4a and b) will be true and fulse together in all
situations in which they are Soth appropriate, they are appropriate in very
different classes of situations. ' : '

(4) a. It is raining outside .
b. It is true that it is raining outside

Since legicians rarely if ever consider conditions tor appropriate usc, and
since performatives were never discussed in classical logic. the surtfuée
adjective true has vome to be used as a technival term by many logiciuns.
Within the tradition of formal semantics, true has becen made into the re-
lative term true in a model (given a point of reference), which is equated
with the technical term satisfied in a model (given a point of rrference).
If [ understand Lewis correctly, he is using the surface adjective true in
this sense. Consider Lewis' claim (Lewis 1972:\21“):

(57 'l would wish to say that "I bet vou sixpenc: it will rain tomorrow”
is true &n an occasion of an utterance if the utterer does bet his
audlcnuc§\1xpcn;c that it will rain on the following day; and, if the
occasion is normal in yortaln r“schtsJ the utterer does so bet;
therefore his utterance is- true'

This statement does not make much sense if one takes the surface adjective

true in its ordinary sense. Imagine the following disceurses.

(6) a. I bet you sixpence it:rwill rain tomorrow
b. That's false, because you don't have a penny to ydur name.
You didn't just make a bet g ’
b'. That's true--vou did just bet me sixpence
(7) a. 1 hereby christen this battleship the §.5. Borman
b. 'Thut's false; vou have no authority to give a name to that ship!
b'. That's true--you did just give that name to that ship
8) a. 1 herehv pronounce you hushand and wife
b. That's falsc, vou have no authority to marry those pCOp)C'
b'. That's true, he did just marry them i

The (b) and (b') sentences are all 1nappropr1atc responses; Austin was rlght
that the surface adjectives false and true cannot be appropriately predicated
of pcrformdtivos. For this reason, Lewis' statement in (S) may not match

the intuitions of most®speakers of English, including many ordinary language
philosophers and linguists. However, it makes perfectly gped sense if true
in (5) is taken to meun satisfied in a model (given a point of reference).
'Truth conditions' in Lewis' sense are meant to be satisfaction conditions,
not conditions under which one can appropriately use the surface adjective

ctrue. -

This shows up'pretty clearl: in ‘the proposal 1 made in 'Performative
antinomies': - :

what we need to do is to extend the assignment of truth values for

B B 127 Py -
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/ nonperformative sentences to the assignment of felicity values for
' performative sentences. Just as we have viluations like Vg [P} = I
for 'P is true in world w', where o is nonpertormative, we will
let vy [P] = | stand tor 'P is telicitous in world w', where P is
“performative [G. Lakoft (1972b: 570 ].

There [ use the, neutrval 'l' to indiciate satisfaction, both in the cuse or

* performatives and nonperformatives. When [ speak of felicity-values, 1 do

not mean to suggest, incidentally, that there is a new kind of value called

a felicity value, but rather that there 'is only one kind of value, a

satisfaction value, and that the surface adjectives felicitous and true are

to be taken as indicating satisfaction in the case of performatives and

nonperformatives respectively. This is also what I had in mind (1971:

335-6) when 1 pointed out that the presuppositions of performative verbs in

their nonperformative uscs were identicul to certain of the felicity con-

ditions for-those verbs in their performative uses. .

An important point to bear in mind with respect to both Lewis' discussion
and mine is that if so-called 'truth conditions' are satisfaction conditions
in the model-theoretical sense, then in both Lewis' ‘proposal and mine they
are meant to apply to logical structures, not to surface structures. In both
systems it is nonsense to think of a surface sentence being satisfied in
a model at a point of reference, since satisfaction conditions are given
only for logical structures, not for surface striqgs. Under the performa-
tive analysic for declaratives, all of the satisfaction ¢onditions will
come out to be correct, and the use of the surface adjective true in ordinary
English will be accounted for (see appendix I).

(9 : S, )
v N N TN
I R .
state X v e "gl
/\\. )
. - z s ! -
3 // \
v N
v

Ly — 2

unicorn

(10) a. I state to you that unicorns exist
b. Unicorns exist

Both the sentences in (l10a and b) will have (9) as their approximate logical
structures. The satisfactior conditions for *he statement to be made will be
those for S,. The satistudtion conditions for the content of the statement
to be true will he these for S;.  The surface adjective true will be. predi-
cated of what is stated, i,e., the object ot the verb of stutiﬁg, namel¢,

§,. That is why somcone who replies to (1Qa) by saying That's \true or That
gtatement is true will be committing himself to the truth of Sl\in (9).

Let us review the essential points of the two proposals: -
(11) - LEWIS' PROPOSAL MY PROPOSAL
: a. Satisfaction in a model is de-  3atisfaction in a model is defin-
/ 3¢ )
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fined for all performatives
except for the implicit decla-
rative performat1ve.
Performative predicates have
the same|satisfaction condi-
tions as;nonperformative
predlcates.

Logicat Structures contain
pronouns I, ynu, here, now,
etc. o

Transformatlonal grammiars are
assumed,

Logical structures are nhot
universal (at least because
they contain English pronouns

.I, you, etc.) .

Index = {W,b,h t,o,d,al?

Meaning is given compietcly
by model-theorctical inter-

‘pretations of logical struc-

tures..

~
Pragmatics in Natural Logic 115

c¢d for all performatives includ-
ing the implicit“declarative per-
formative. .
Performative predicates have the
same satisfaction conditions as
nonpertormative predicates.

Pronouns I, you, ‘herre, now, etc’
are not in logical structure, but
are 'introduced' by rulos of
grammar as rcplnLcmcnts ‘for

‘variables,

Global transderivational corre-
spondence grammars arc assumed.
logical structures are taker to
be universal.

Inde» = {a, partial assignments

to predicates}
Only literal meaning is ngen by
model-theoretical interpretations
of logical structures. Conveyed
mean:ng is given by model-theore-
tical interpretations of logical -
structures of sentences in given’
contexts. Not ail Titeral mean-,
ings are conveyed.

It should be noted that the adoption of the performative analysis for implicit
declaratives allows one to avoid having pronouns like #, you, here, and now in
logical structure, and hence allows one to get rid of prdgmatxc coordinates

for 'speaker,

hearer, time and place of utterance. But what is more important,
“defining satisfaction in a model for all performatives as | propose allows
~one to define entailment for all performative cases in the same way as en-

tailment is defined for all nonperformative cases, namely:

12y xw{P} entails
finite set of
all models at

ogical structures)

, .
{where P and 2 are logical structurcs and X is a

Fand only if Q7 is satisfied in

all p01nts ‘of refereuce at which X and P are satisfied.

If one can give for performatives the sume account of satisfaction and en-
tailment as one gives for nopiperformatives, the following‘possibilitics

_open up:,
(13}' a.
¥
d.

One may not need separate thco,Les for speech acts and for des-
criptions of speech acts. For example, the satisfaction conditions
for the predicate promise in I promise to marry you dand I promised

to marry you can be the same.

It is conceivable that coffversational implicatures may turn out
to be logical entailments of perfo:mat ve utterances in certain

contexts.

It should be possible to give a un1form characterization of per-

formative antinomies.

[nuirectly conveyed ‘meanings for embedded sentcngoq can be
treated in exactly -the same way as indirectly conveyed mearings

" for performatives.

129
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Let me begin with indirectly conveyed meanings. Gordon and | (1u71)3
included the following in our projposal for what we called conversational
postulates: .

’

(14) sincere (x,st3te(x,u,P)):Db?lieve(x,ﬁ) ['if x is sincere in stating
P to y, then x belicves P

“At the time, we gssumed that this .and the other postulates we propu#ed were

t2 be added speciully to handle what Heringer has called 'indirect illocution-

ary force', that is, indirvectly conveved meanings, in the case of performa-

tives. I now think that we were wrong to scgregate them off in that way,

I'would/now consider (14) to be a normal part of natural logic, thnt'is,

a meaning postulate relating th¢ meanings of sincere, state, and believe.

(14) is one of the things that you know it you know the meanings of

sincére, state, and believe. - Logici@ns have sohctimes worried ahout giving

satisfaction conditions for belicve, but.to my knowledge, none has ever

tried to give them for state and sincere. But if one were to accept the

goals of natural logic, one would-have to provide satisfuction conditions

for all natural language concepts, . including these. TIn an adequate natura!l

togic, (14) would have to be sutisfied in all models at all points of re-

ference. o o X

: ) oo N : . v .

(i%) a. Spird was sincere in stating that Tricky Dick had betrayed him
b. Spire believed that Tricky Dick had betraved him

If (14) is taken to be a meaning postulate of natural logic, and if (12) is
taken to define semantic entailment, then (15a) cemantically enteils- (15b).
Now consider {(16). : O

(16) a.- Sam was being sincere
b.. Sam stated that Tricky Dick had betrayed him
c. Sam belicved that Tricky Dick had berrayed him

Letting (16a) be X anua (15b) be P in the definition of (12), then (l6b),
taken in o context where (1%a) is assumed to be true, will semantically
entail (l6c¢), given (14) as a meaning postulate. Moreover, (17') will be

a contradiction, given (14) and (17) as meaning postulates and an assumption
of rationality. ' ' :

e

(17)  believe:a,believe(a,$)) D beliove(a,s)

Note that (17) will suffice here and that .it is not necessary to ussume.{:s

converse, which is probably talre.®

(17') Sam was sincere in stating that Tricky Dick had betraved him but
thut he.believed that Tricky Dick had not betrayed him

If (l1a) is true at all point; of reference in al! medels, then (17') cannot
be true in any model At any poiat of reference. For ‘the same rcason, (18a)
will entail (18b) in a natural logic.

(18) a. Sam stated that Tricky Dick had hetruyéd him but that he did
not believe that Tricky Dick had betrayed him L
b. Sam was not being sinccre :

Given the performative analysis for deciaratives, the definition of entail-
ment in {12), and the independently motivated meaning postulates of (14),

1
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(23) a. An order is felicitous only if *t is (logically) possible for it
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(17}, and (i) and (11) in fn. 4, Moore's paradox.can be accounted for auto-.
matlcnlly

(19) a. Tricky Rick bhetrayed me, but I don't believe Tricky Dick
betrayed me
b. The speaker is not being sincere {assuming that he does not
hold contradictory belicts)

(19a) can never be said sincerely and rationally, and that is accounted for

-given (1), (14}, (17), and (i) and "(ii) in fn. 4, together with the per-

formative analysis for declaratives. Moreover, if we adopt the postulates
in (20) that Gordon and 1 proposed, we can give simitar accounts ot the
oddness of the sefntenc.ss in (211, R
(20) a. sincere(x, promise(x,y,t)) D intend(x,P)
b. sincere(x,request(x,y,P)) Dwant (x,P)
C. sincere(x,requast(x,u,teil(y,x,P)} D want(x.teil(s,F))
(21) a. 1 promisce to marry you, but I don't intend to
b. Please close the window, but | don't want yau to ~—
c.  Whe left, bur don't tell me

. Mone of these can ever be used sincerely and rationally.

What is interesting about such cases is that supposedly pragmatic -
paradoxes can be accounted for with just the app4r1tU\ of formal. semantics,
provided we addpt-the performative analysis for all cases and the given
meaning postulates, which are required 1ndcpcndont.v for an adequate account
of truth conditions in nonperformative cases.

There 18 another class of supposedly pragmatic paradoxes that can be
handled by purely semantic means provided that we adopt a uniform perfor-
mative analysis with definitions of satisfaction and entailment that hold

" for both performative and nonperformative predicates. These are what I

have called 'the 'performative antimumies', ‘cases like:

(22) a. Don't obey this order

b. I promisc not to keep this promise

c I advise yvou not to follow this advice
e

tc.

An account of these was given in G. Lekoff (1972b), where the principles in
(23) were-proposed.
to he obeyed. . .
b. A promise is felicitous only if it- is (logically) possible for
it to be kept. .
~ % ¢c. A piece of advice is fel.citous onL\_1t it is (Togically)
- possihle for it to he fdllowed.

It is assumed that an order is felicitous if and only if the logical structure®

representing it has a satisfaction value of 1.

Given (23) and the usual satisfaction condition for 'OP-, namely (24),
we can~account for the performative antinomies of (22).

(29 v, [0P] = 1 if (Jw') (Rww' f Vyr(F] = 1)
where w and w’ are possible situations

Take (22a). The order in-(22a) can be sbeyed -if ar’ only if it is not
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obeved. [f P = you do not obey this order, then there will be no possible
situation in which P is true, since in every possible situation in which P
is true it is also falsc. ' Hence, therc is no situation in which the value
of 'QPF' can equal 1. Consequently, (221} can never be a felicitous order,
What we have donb-in the case of (22a) is to account for what appears
seevese E00bO- Q- pragmatic: purddox by using only the devices of formal semantics,
taken together w1th the performative analysis for 1mpcr1t1vc~ arsd the
principles of (23). Similar accounts can be given for (22b) ana (22¢).
Although declarative antinomies were not discussed in G, ldkott (1972b),
it turns out that they exist and can be hindled in the same way, The
declarative antinomy can be given by any of the(fol}owjng sentences:

(25) a. You do not believe-this statement
" b, 1 state that you do not believe this statement
¢. You belicve that this statement is false
d. I state that vou believe that this statement is false

Each of the sentences of (25) has the following property: It is true if and
only if you believe it s false, and it is false if and only if you believe
it is true. Hence you cannot aidve a correct beliet about it. '

Given the pcrformufivv anaiysis for declaratives, we can account for
aly. the declarative antinomies in exactly the same way as we accounted for
the nondeclarative antinomies, provided we add the principle: '

‘

(23) d. A statement is felicitous only if it is (logically) possible for
v it to be believed. .
R R
As bafure there will be no possible situation in wﬁich ‘Obelieve(y,P) ' will
be satisfied, since y can believe # it and only if y does not believe P.
Thus, '"Qbelsevery, ) will always he {alse and so”each of the statements
in (25) will always be 1ntcllc1tous .
‘NOtC,,lntldQntdll) “that the printiplcs of (“») are. needed 1nuependently
to account for naﬁurul IOng entailmeits ln'non)orformntlvc Cdsos

(26) a. Sam ordered Olga not to ohoy the order he was then givinn»
Sam did not give-a felicitous order / . RN
(27} a. Sam stated to Olga that she Jdid not”believe the statement ’
he was then maling i . S
b. Sam did not make a felicitous statement

fhe principles in (23} are needed to account for the 1nf0renL0s trom the (a)
to the (b) 'sentences ahove. .
wWhat we have shown so far is tnat, in the case of performative antino-
mies as in the cuse of the Moore paradoxes, the principles ‘needed to account
for natural languave entailments in n)anrlOletIVe cases will, given a
iform pcrtormth.c dnal\<xs._autornt1gxll\ give an account of what goes-
wipng in performativé antindmies. This is no mean accomplishment. For
h)t appedred to be paradoxes of a pragmatic nature can be accounted for by
e use of independently needed formal semantic apparatus, given a uniform
<yntaut1c pertormdtl\v analvsis for declaratives as well as tor 1mperat1ves,
promises, ete. Even if there were no purely syntactic evidence for u
performative analysis, these results suggest that we would want to have one
anyway--just so that the Moore paradoxes and peiformative antinomies could
be accounted for by independently needed apparatus in formal semantics. -1t
is especially interesting that purecly syntactic evidence buttresses this
result from the arca of model-theoretical semantics. And it is striking
that the same types of arguments obtain in both cases.

.
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(28) THE FORM OF SYNTACTIC ARGUMENTS FOR PUELORMATIVE ANALYSES
(i} We need certain nules to account o oiven syntactic phenomena
in nonpertormative sentences,

(ii) Given the performative analysis, the same rules will
automatically account four the corresponding sintactic
phemmomena in performative ientences for which additional
and different rules would be necded it we do, ot adopt

: . a performative analysis,
(29) THE FORM OF SEMANTIC-PRAGMATIC ARGUMENTS FOR THE I%RFORMAT!VH
v

ANALYSIS
(i) We need certain apparatus in natural logic to \cuuunt tor

AN : certain semantic facts in nonpcrfnrmntivc‘scntCQx s {The
SN apparatus includes detfinitions of satisfaction ter certain
™~ classes of predicates, meaning postulates, and a definition
™~ of entailment.) L .
(1i} Given the perfommative analysis, the same apparatus will
automatically uccognt for the corresponding "pragmatic!
facts in the casce/of performative sentences; while addi-
tional and different apparatus would be needed it we dy ~
not adopt a pvrfprmativc analysis. \y‘
The convergence of the svntuctic evidence tor the performative lHllVﬂ;\\With
the semantic-pragmitic cvtdbn\v seoms to me to strongly contirm the need Tog
some version ot the pcxtotnmtluv analysis (theugh not necessarily any of the
particular ones proposcd byl Sanctius, Lancelot, Whitney, Postal, R. lakoff,
Ross, or Sadock).

[ suggested above that thc performative analysis should enable us to frame
the theory of speech acts thhln formal semantics. Actually, the ideu for
doing this is implicit in the approach to the theory of speech acts given
in chapter 3 of Searle (1300). where Searle pives t!uth Londxtlons for"-
third-person descriptions of speech acts and lets ‘them be the felicity con-
ditions for those acts. Similarly, in a natural :logic, satisfuction con-

~ditions would be given for cach atomic predicate, including all 2ot the
performative predicates; the satisfaction conditions are at once both truth
conditions and felicity conditions. The sincerity conditions given in (14)
and (20) are examples of meaning postulates that function as conditions on
satisfaction. Searle's essential conditions might tlkc the form of meaning
postulates like that in '30).
(30) Request(x,y;P) D attempt(x, ause(x,p)) "
(30) expressey Scarle's essential condition for requests, which is that a
request count$ as an attempt on the part of the speaker to get the hearer
to do the action requested. The nced for (30) as mcanlng postulltc 1ndo
pendently of performative sentences can be seen in (310, . 7,
(31), Y Henry requested of Jill that she-take her clothes off P )
’b "Henny attempted to get Jill to take her clothes off . ;“\
/

‘It ghould folloy from the meaning of request that if (313) is t thc (1Bb)
is ftrue.  [Thus the meaning pnstul¢te in (30) is neceded to’ dLCOUﬁ?Q?;?\3R£911
ments in onperf rmative sentences. v T~
Searle's preparatory conditions are CSpCClﬂllv interesting, since at least
some of € are presuppositional in nature. For cxample; consider:the cQn-
dition on order=.1bat says that the speaker has authority”over tﬁg hearer. \<
An inspection of nofiperformative sentences shows that LHJ is f’prcsupp051--

tion, not. merely an entailment. §‘_'
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(32) a.  Sam ordered Harry to get out of the bar .
b. Sam didn't order Harry to get out of the bar
C.  Sam may orvder bHarry to get out of the bar

tach of the sentences in (32) entails that Sam has authority cvee larry.,

Given a uniform performative analysis, there are only two ingredients
required for a theory ot spcech acts: (i) an account of satistaction
conditions ftor all pecformative predicates; and (ii, an account of culture-
specific assumptions about social interaction, at least in so far as they
pertain to conversational interaction. We have discussed (i) at length; it
is nceded independently to account for nonpertformitive uses of performative
predicates and requires only the apparatus of formsl semantics,  What
about (ii)--the culturc-specific assumptions?  What Searle had in mind tor
these were such assumptions as (33): .
(33)  In normal conversations, you assume that the person vou are talking

to is being sincere, unless you have a good reason for ROt assuming
it.

Thus, ia an example Yike (16} above, (16a) ('Sam was being sincere') would
be taken to be part of the culturc-specitic assumptions of speaker and
hearer in a normal conversation. There is some doubt in my mind as to
whether (33) is really a wnlture-specific assunption, rather than a truth
which tollows from,thc meaning of the concepts 'normal? and 'conversation'.
The Jdatter scems to me more likwly, in which case (33) would just be a
theorem of natural logic.  (33) just does not seem to me to be the, sort of
thing that would vary a yreat deal from culture to culture, "

Be that as it may, there are real examples of culture-specitic assump-
tions that have to be characterized in order to understand various aspects
of speech acts in a given culture. But this does not mean that we need ‘to
go beyond the resources of formal semantics to provide an account of speech
acts. In particular, we do not need any new notion of pragmitic or non-
logical inference. Ordinary semantic entailment will suffice, jusy as it

ssuffided in the case of (1o0) above. Cultural assumptions play tihe same rvole

in semantic entailment as any other assumptions, ] .
This ‘brings us to conversational implicature. [ would like to stggest
(modestly) that implicatures are not 'loose' or informal intoerences. Given
the performative analvsis, implicatures should turn out to be a species of
semantic entailment, providing one had an adequate natural logie and an
adequate analysis of the relevant culture-specitic principles of social
interactior. Grice's theory of conversational implicature is based on the
'cooperative principle', the idea that -certain "maxims' are to be followed

-In conversational situations in which the participants are cooperating.,

Grice's maxims can be restated as principles like the following:
I ple £

(31 a. If x is cobpernring'with 1y, then x will do only what, is relevant
to the enterprise at hand, unless his actions make no difierence
to the enterprise [MAXIM OF RELEVANCE]

-b. If x is cooperating with y, then x will not do less than is
necessiary to make the enterprise successful

c. If x is cooperating.with y, then x will not greatly exceed
his needed contribution [M(XIMS OF QUANTITY]

It seems to me that principles like those in (34) should follow from the

Tmeaning of cooperate, rather than being special culture-specific principles

of social interaction. Since natural legic is committed to the study of -

/
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all natural language concepts, including . 'nuyv!urxun. PlIH\lPlC like those
in (34) should frall hlthln the purview ot tormal semantics within natural
logic, and no separite set of pragmatic principles should be necessary for
handling them.  So tar, unfortunately, neithér Jinguists nor logicians have
done any serious formal study of the togic ot cooperation. Until such studies
are done, we cannot say tor sure whether 'mplx\ntula- can be handied using
normal semantic entailment or whether o ygow, intormal mode of inference
needs to be characterized.  What we can QQ now is (i) provide some cvidence
in Favour of the proposal, (ii) show that apparent counter-cxamples sire not
regl, and (tit) show that similar cases in the roalm ot indirectly conveyed
meaning show promise of cventually being dealt with within® formal semantics,
Some cevidence in fagour of the proposal comes tfrom work on the pre-_
suppositions of complex Sentences by rLakott and Raifton (19711 and hy T~
Karttunen (1973). They observed that in sentences, 5, of the form 1 A4,

then L, whoxc B PlC\HPPU\ld Chos prasipposes C with orespect to o context ¥,
unless XA (- C. This principic is means to undle coses Like the follow-
ing:

(35) a. It Jack has childyen, then all ot Jack's chitdren are bala
b. If Nixon invites Angela Davis to the White douse, then he will

regret having invited a black militant to his residence
Assuming these sentences are ot the form 10 A, then 8, then in (35a), 8
presupposes that Cack ban okl ldven (00, lheretore A = ¢, and so x\;a[}c.
for any X at all. An (35b), 9 presupposes that Nixon will have invited a
black militant to his residence (-C). Therefore in any context X in which
Peoas assumed that angeda Davis fs a black militant and that the White
House :s Nixon's residence, the condition. ¥OAFC will be met, and so ¢ will
not be i presupposition of (353b1 with respect to those contexts X.

If implicatures are really entailments in context, then we would expect
the above principle, which is stated in terms of entailment in context, to
work in the case of implicuturv*. That is, suppose we have a sentence of
the form I¥ 4, then 2, where 8 presupposes ¢ and where in a context X, A
implicates ¢, If implicature is really entiilment in context, we would
expect the entire sentence £ A, then B not to presuppose ¢ with respect to
X. This prediction is bourne out, as the tollowing example shows:

(36) It Sam ashs Professor Snurd to write him a recommendation to gradnate
rschool, and Professor Snurd writes the recommendation, sayving only
thiat Sam has nice handwriting, then Sam will regret tth Professor
Smurd wrote him a bad recommendaticn

In (36), B presupposes that professor snurd will have written Sam o bad
recommendation (=C). Consider every situation X in which it is assumed
that if, in recommending someone .tor graduate school, a professor writes
only that the student has u nice handwriting, then the professor is writing
a bad recommendation. It will be the case that X\JAij. Thus, it is
predicated that (36) as a whole does not prestppose C with respect to such
contexts X, which is the case. But the inference from saying only that a
student has nicc handwriting to_ giving a bad, recommendation is a classic
case of a Griccan implicature. “(36)° 1nd1cates that implicatures work like
entailments in context with respect to the phenomensn of presupposition
cancelling. Other implicatures scem:to work the same way. Since implica-
tures can be treated as cntailments in context, (36) gives us reason to
believe that they should be treated as such, since then the presuppositional
facts of (36) will he accounted for by the same prlnCLple that accounts for
the presuppositional facts of (35). -
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In addition to providing evidence for our conjecture, we cin show that
apparent counter-cxamples ure not real and that stmilar cases in the realm
of indirectly conveyed weaning show promise of hclnL deatt with within formal
semantics. Probably the miin objection to trying to treat implicatures via
formal semantics is that implicaturc: arve cancellable, while entailments are
not. Consider the following caamples,

(37). a. John has three children
b. John has three children--and he mayv:even have six
(38) a. .John caused Iharry to leave
b. John caused Harry to leave--bat Harry may not have left

O Grice's account (37a) invites. the interference by means of conversationil
implicature that .John has only three children. but does not entail it. The
Amplicature can be cancelled, as in (37hy. | (37a) dilfers from (38a) in

that (38a) has an entailment--lHarry letft--not an implicature.  Any attempt
‘to cancel the eptailment, as in (38b), leads to a contradiction. Clearly
there is a difterence between (37a) and (38a), but this does not mean that
the formal semantic mechanism of entailment cannot be used to handle both
case¢s. Let me c\plain The definition of entailment given above in (12)
was context-dependent entailment; this is the usiial model-theoretical notion.
One special case of that is context-independent entailment, as defined in
(39).

(39) CON’l'lE.\"I'-INl)iil‘lle'.)lfN'l' ENTAL l.Ml’.N'I:
P oentails ¢ if and only if 2 is satisticed in all models at all
points of reference at which P is satisfied.

(38a) is a case of context-independent entailment; (37a) is not. [ would
like te suggest, however, that {37a) is a casc of context-dependent entailment.
If so, then (37a) will entail that John has onlv three children in some
contexts, but not in others. The function of the cancellation phrase in -
(37b) will then be to limit the contexts appropriates for the use of the
sentence to those in which the entailment does not hold.

To provide support for this claim we need to show that cancellation of
implicatures is context-dependent.  That turns out to be fairly easy to do.

(40) a. We've got a job for a welfure recipient who has at least three ]
children--and the more the hetter, Do you definitely know | ’ /'
someone who fills ~he bill? ’

b. We've got a job for a junior exccutive with children, but no K
more than three. Do yon definitely know somcone who fills the,
bill? ‘

(41) Exactly how many children does John have?

'Consider the sentences of (37) as being replies to (40) and (41). If (37a)

is a reply to (40aj, the implicature is cancellable, as shown by the fact ,

that (37b) is a velevant and appropriate response. However, if (37a) is /

..taken as a reply to (40b) or (41), the implicature is not cancellable, as /

shown by the fact that (37b) is not an agceptdble response in thesec cases/!

The reason is fairly clear. The implicature is based on principle (34b).

(34b) will be part of X in 'X\J’P} entails Q' in (12). Whether or not

1mp11catur»s arise due to (34b) will depend on what eclse is assumed in con-

text, namely, what.else X contains that is relevant to the 'success of the
cenversational enterprise'. In this case, the relevant issue is whether it
matters that John has more than three children. In (40a) it does not. In

(40b) and (41), it does. My claim is that if examples like the above could
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be su1tdbly formalized, the presence or absence of implicatures could be
handled using context-depéndent entailment, as defined in (12).
Although no significant work has. yet been-donc on. the problem of formal-

" izing Gricedn implicatures, there has been considerable in\cstigution of

other types-of indirectly conveyed meanings, or in Heringrr's terminology,
'1nd1rect_1110cut10nary force'. At present, these studies suggc\t that
indirectly conveyed meanings might be handlcd using the apparatus of context=
dependent . nantic entailment, together with global and transderivational
rulgs of grammar. ' :

‘The ‘basic idea in this: Grnnmmrs arce tahen as generating quadruples of
thie form (42).

.(47) (s.r.c,cM), where S is a sentence (more strictly its phonetic

< representation), L is a model-theoretically interpreted logical
) structure (representing the literal meaning of the sentence), C
is.a consistent set of logical structures (the models in which
" .-thex are satisfied represent the contexts in which the sentence
. has the literal meaning of L), and ¢M is a sequence of logical
structyies (representing the coaveyed meanings of the sentence
relative to context C--the last member of the sequence is the
dultimately conveyed meaning') ' , .

. More specifically, pairs of the torm ($,L) aie characterized by derivations,
"7 that is, sequences of trees linking s and t.  Each derivation D uniquely
‘characterizes a pair (S,L). Thus one could alternatively say that a grammar

gencrates triples of the form (D,C,CM), where D determines.a pqxr (s.L).
Derivations are not well- or ill-formcd in and of themselves, but only with

‘respect toscontexts ¢ and conveved meanings CM.  berivations are characterized

by local and ‘global correspondence rules. Transderivational rules are con-
straints that specify which deilvations arce well-formcd with respect to which

contexts and which conveyed meanings. .
The need for dxstxnguxshan thernl from LOnVC\Cd meaning is fairly
ohvious, as cases of sarcasm show. Take a sentence like (43).
A .

Depending on context, (43} can be understood as being either literal or

" sarcastic. In contexts where it is to be tyken suarcastically, the literal

meaning is not conveyed at all--instead its polar opposite, namely, Harry
i's an idiot, is conveyed. Although in most normal cases that linguists and
logicians and philosophers of language have talked about, the literal mean-
ing of the sentence is conveyed and perhaps other meanings as well, in
sarcasm, the literal meaning is not conveyed at all. Interestingly enough,
shere are linguistic rules that correlate with sarcasm. R. Lakoff has
observed that American English (at least many dialects) has a rule of sar-
‘castic nasalization, whereby the sentence as a whole or the portion one is

~being sarcastic about is-nasaliced. Thus, if (43) or the unarcastic portion
-of 1t--r011 genius--is nasalized, the sentence can only have a sarcastic

readxng “This nasalization rule therefore seems to haye a transderivational
icondition on it limiting the conveyed meaning of the sentence to the polar

" opposite of the literal meaning. : .

The reasen that conveved meanings are given as a sequence is that
sentences often convey more than One meaning at once--the literal meaning
plus one or more others. Take the following cases.

K44) Cam’ you pass the salt?
(45) 1I'want a beer: e

o . : 413;{'
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(46)\ Why don't you ask Harrict for a dute? oo
(47) Your mother would like it if you asked qurlct for a date

Each of these sentcnccx has a literal reading, and in certain situations thu
iiteral meaning can be conveved. For example, (44) is literally a question
about the addressee's abilities, and can be used as such, say, hy a doctor-

th ing .to determine how well hl\ patient's injured arm was thlan of
cagrse, (44) is more frequently used to convey a request. (45) is literally

a %tntement about the speaker's dcxers, and might be used as such, say, by

a starvlng captive in reply to his sadistic captor's question 'What do vou
want most?'. More typically, it would be uscd to Lanvc> a reguest,  (40) -
and (47 have very different literal meanings, but could both be used as
suggestions to the effect that the addressce ask Harriet for a date.

But where these sentences convey requests or suggestions, their literal
meanings are also conveyed, and in fact the nonliteral mcanxngx arise only .
by virtuc of the literal meanings being LOHJC)Cd Thus, (41) in the right
context can be both a-question about one's abilities and by virtue of that,
a request. Gordon and 1 proposed that the appropriate way to account for
the relation between literal and conveyed meanings was by using context-
dependent entailment together with the performative analysis. We suggested
that there exists what we.called 'conversational postulates' on which such
relations were based, and that-the literal meanings taken together with the
postulates would, given the performative analysis and context-dependent
entailment, entail the conveyed meanings,  (48) is an example or one of
our proposed postulates (slightly revised).

(48 assume(x, not'relvvunt(wunc(x,u))) & say(x,y,want(xQ)) S request
(YIS':’)
{1f x assumes that it is not relevant that he wants ¢ and he says to
y that he wants 0, then he is requesting that y do Q|

Thus, (48) -would account for the fact that (45} is a request in exactly those®
contexts where the mere question of my-.desire for a beer was irrelevant.
Given the performative analysis fnr (45) er context-dependent cntallmcnt
(48) wil) do the job,

I't ought to be pointed out that there is indcﬁondcnt motivation for (48)
from nonperformative cascs. .

N

a. Sam assumed that the pure question of his desires was irrclevant
B, Sar said to Mary that he wanted a beer
¢.  Sar requested that Mary get him a beer

(49)

(49a) and (19b) together entail (19¢).

Gordon and [, in setting up pOstU]ltC\ like (48) and calling them
'conversational postulates’ were assuming that they were culture-specific
principles of social interaction. ‘I now have some doubt about that, and
think that they may simplv bhe meaning postulates or theorems »f naturat
logic that happen to contain performative predicates.

In summnry, let me statc what [ hope to have cenvinced you of:

(50} a. Ihcre is strong scmantic-pragmantic evidence supporting
a uniform performative analysis. -

b. Given a uniform performative analysis, the treatment of -
indexicals in natural language does not require that additional
coordinates for speaker, hiearer, and time and place of utterance
be added to points of reference.’

¢. No addltxonal pragmatic theory is neccqsary for an account of
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speech acts and conversational implicatures, provided that ohne
accepts the goals of natural logic and the need for global
transderivational grammars. .

FOZTNOTES

1 This work was partially supported by grants (S 35119 and GS 38470 from the
National Science Foundation to the University of California. An earlier ver-
sion of this paper was presented at the University of Texas Confercncc 'bn
Performatives, Imolicature, and Presuppositions. -

w = world coordinate p = place coordinate
s = speaker coordinate d = demonstrative coordinate
h = hearer coordinate - a = assignment coordinate
t = time coordinate
3 See fn. 4.

CI ~ 3
“ I am als assuming that i) is a mecaning postuijate
i & pos

(i) beliwveix,P and 0) S hbelieve(x,F) and believe(v,Q)

_Part of assuming rationalitv consists of assuming that the person involved

does not have contradictory belicfs
(i1) believe(x,P)= Tl believe(x T}P)

Given (14), (17). (i) and (ii), (}7') will vield a coatradiction.

(iii) a s‘ncere(a,state(a,b,P-and believe(a, M P T= ( "')l
b. beileve(a,?'and believe(a, ™} P)) {from (14)]
c. believe(a,P) and believe(a, bellove(a,'ij)) .
d. believe(a,belivve(a, | P)) [simplification,c]
e. believe(a, T]P) [from (17)]}
f. believe(a,P) ' : [simplification,c]
i g.. ~|belicve(a,m|P) : [from (ii)}
. h. believe(a,T]P) and”|believe(a, ] F) l[e and g}
l N CONTRADICTION

Since (17') yields a contradiction given an assumption of rationality, the
orly way to make (17') noncontradictory would be to assume that Sam in (17')
held contradictory heliefs.
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APPENDIX I

An important point to bear in mind with respect to both Lewis' discussion and

‘mine is that if so-called 'truth conditions' are taken to be satisfaction

\\(lh

conditions in the model-theoretical sense, then in both lewis' system and mine
they are meant to apply to logical structures, not dircctly to surface
structures. In both systems it makes no sense to think of a surface sen-
tence being directly satisfied in a model at a point of reference, since
sat1stact1on conditions are given for logical structures and not for surface
strings. ' Because of this, a certain confusion can arisc when onec does not
distinguish between the normnl English surface adjective true and the technical
term true in a model, taken tc mean satisfied in a model. One can speak in
Englxsh of a surface sentence as being true or falSe in the nontechnical senses
of those terms. Superficially it might appear that the normal English surface
adjective true could be predicated of a surface sentence, while the technical
true meaning satisfied in a model cannot.

We can sce more casily what is going on here if we consider such classic
examples as-the follomlng [from Poxtnl (1969) ;- and Borkin (1971)].

IBM went up six points

IBM stock went up six points

Proust is impossible to read

Proust's works are impossible to recad
This page is illegible

The writing on this page is illegible-
# This page is impossible to understand
What is expressed by the writing on this page is impossible
to understand

(2

~
(7}
~—

oL TR oL oR

In each case the (a) sentence is understood in the same woy as the (b) "sen-
tence. Proust .in (2a) is understood as referring to Proust’s works, while
Proust in (fa) refers to the remains of Proust's body, while Prodst in (Sb)
refers tu the perscn himself. :
(5) a. Proust is buried in France

b. Proust wrote a lot

Similarly, this page in (34) refers to the krltlng on the page and in (3b)
refers to the content of what is written (or printed) on thuat page, while
in (6) it refers to the physical page itself.

(6) This page weighs 1/50th of a gram

There are various wavs in which one might try to deal with such sentenzes as
(la)-(1a). Postal has suggested that the faj sentences in those cases be
derived fro~ the strucrures underlying the (b) scntences via a dzletion

rule (or rules), and tie constraints =i such scntences cited by Borkin and
Lawler have given plau-ibility fo such a suggestion. On the o.er hand, if
one disiikes the delvtion solut:on, cne might propose instecad a semantic
solutinn whereby, for instance, the logical structure of (2a) would have the
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surface name Proust corresponding to the same logical structure elcment(s)

as the surface''name Proust in (5b), but would have different references in
the two sentences. So far as [ have been able to tcll, such a suggestion
would be difficult to implement adequately in terms of formal semantics for
the following reason: Somehow the surface NP Proust in (2a) does not simply
refer to Proust's works. [n a scnse, it also refers to Proust himself, and
if it refers to Proust's works, .t doecs so by means of its reference to the
writer himself. This is exuctly what happens under Postal's proposal. If
the logical structurce of (2a) is the same as that of (2b) and if Proust in:
(2a) is derived via a deletion rule from the structure underlying . Proust's '

¢ work, then in. the logical structure of (2a) Proust refers to the mén himself; -

and Proust’'s works refers to the man's works. Under Postal's proposal, the
ordinary reference: assignments used in formal semantits will suffice, while
under the alternative proposal, we would have to control the reference bf a
description or a proper name in a different way. An obvious suggestion would
be a 'pragmatic' solution, 'adling to points of reference a new coordinate for
each proper name and cach description in the language, i.e., an infinite
“aumber of new coordinates, and one would somchow have to mark each description
and proper nare in a logicdl structure to teli whether it was to have its
ordinary reference or whether it was te refer to what wes specified in its
'pragmatic’ coordipate. Such a solution would not only have to have an
additional infinite sequence of pragmatic cpordinates, as well as having
special markings in logical strucrure for ordinary vs, 'pragmatic' re-
ference, but it would also have a'l the complications that would go along
with Postal's proposal in addition. The reason is that there are -empirical
constraints on what a surtfuce NP can ordinarily be understood as referring
to. For example, Proust in (2a) cannot be understood as referring to the
works tiat Prouct did not write, nor as rcfcrrfng to Shakespeare's works,

nor as refeiring to the works that my cousin Herbie helieves that Proust
wrote, nor as referring to this paper (which I have not giwen the title
Proust). The principai unsolved problem with Postal's proposal is how to
constrain-his proposed deletion rule so as to get the right surface NPs

~ from the right undevlying NPs. iExactly the same problem would remain in
the pragmatic proposal. [t ix for this reason that [ prefer Postal's de-
letion proporal. It vequires less apparatus. Both proposals require. the
same construints, but Postal's proposal uses the ordinary formal semantic
~apparatus to.-account for reference, and does not require extra pragmatic .
“coordinates, that 'is, extra indicators of nonordinary referance.
let us now returs to the surface adjective true. oo
Note that (7a) is understood to mean the same as (7b).

(7) a. That sentence is truc
b. The propogition that the logical structure of that sentence
expresses is true

That sentence in (7a) has the same referende as the proposition that the
logical structure of that sentcnce expresses in (7b), while in (8) it re-
fers to the sentcnce itself. :

(8) . That sentence ccntains five ‘words

The .problem is ecactly that cncountered in (1)-(4) above., and [ would again
suggest Postal's proposed solution: derive (7a) from the structure under-
lying (7b) by a-dcletion rule. under tnis proposal, the English adjective
rug would not be predicated of surface sentences themselves, but only of
propositions espressed by the ingicn! structures of those sentences. And
in both Lewis' propcsal and mine, propositions are expressed not by surface
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"sentences directly, but hy the logical structures associated with those 1
- surface. sentences. Thus, according to both our proposals, truth is pre- !
dicated not of a surface sentence, but of the proposition expressed by the
logical structure associated with the surface sentence.
) In ‘other words, in order to give satisfaction conditions for a given
“surface structure S, w2 must first pick out a logical structure $ related
to it by the grammar of the language. The question is: can one always
find a unique logical structure S associated with any given surface structure
5? It should be observed that the problem of determining satistfaction con-
ditions for a surface S overlaps in part with the probtem of assigning re-
ference to surface structure nominals. Given a surface structure N, we
must pick out a logical structure ¥ asseciated with it, and then find out
what that logical structure ~ refers to at a given point of reference. The—-
question here is whether one can always find a unique logical structure N
associated with an arbitrary surface structure ¥. Under Postal's beheading
proposal, the answer to this question in general is no. For example, in
(2a), -’ )

¢

- (2) a. Proust is impossiblc to reud

“the surface N Ptoust would have associated with it two logx;dl structure
Ns, one of whﬁuh would refer to Proust and the other to Proust's works.
Thus the ,question 'What does the surface N Proust refer to in surface sen-
tence (2a)?' Txkes no sense, since surfuce Ns can be said to refer only
by vxrtue of there being an dQsOLlﬂth logical structure N that refers. If
the’ question is rephrased, as it should be, to 'What does the logical struc-
ture N associated with the surface structure N Proust in (2a) refer to?',
it -becomes clear that the question makes no sense since the presupposition *
is false. It should also be noted that the fact that such a question does

' not have a sensible answer in no way Creates a problcm for the assignment
of reference so far as the logical structure of (2a) is concerned.

The situatien is the same with surface ;tructure Ss. Surface structurée

Ss will not in general be associated with unique lagical structure Ss and
therefore, it may make no sense to ask for the satisrfaction condztxons for
a surface structure S. Consider (8a), for example.

(8) .a. It is possible for anyone'to win

In (8a), for anyone to win is a surfuce S {at leust on one reading). Assum-
ing for the sake of discussion that the logical structure of (S\ is (8h)
[we have 1eft out the declarative performative, since it is irrclevant for
the moment], we might ask what are the qatxqfactxon Londltxonc for the sur-
face stricture S for anyone to win? . .

(8) b. s

H——

win

. , .
“ar this to be a sensible quesiion, therc would have.to be a unique

s
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lugical structure s in (8b) that for anyone ‘to win in (8a) is ussociated
with.  But there is no such s. The reason is that there arc certain
necessary conditions given in (9) that must be met in order for an :i-node
i a surface structure tree to be 'associated with' an S-node in a logical
structure tree in discussions about the '"truti’ of a surface structure sen-
tence or clause. . :

(9). Let Sg be a surface structure $-node and $, be a logical sg?ﬁb{ure S-
node. ‘ _
a. The logical structure elements that correspond to the surface\
structure’ elements dominated by Sg are all dominated by §,. |
b. The surface structure clements that correspond to the logical
structure clements dominated by S, are all dominated by §,.

$> is not a candidate, since the logical structure clement cerrespondyng
to anyone is not dominupcd'hy Sx.oAnd 5 is not a candidate since i
dominates possible, which does not correspond to any element in the/sur-
face s 'for anyone to win'. Thus in general it does not make senge to ask
for satisfaction conditions for 2 random surfuace structure S. e

Suppose, for the sake of discussion, that the grammar of/kﬁélish pairs
the logical structure (11) with the surface sentence (10)~7 S

(10) John left

T , A
T N : N N
| ]
state X ' i v 'Sl
vV N
‘ left . J N

Suppose we were to ask what the satisfaction conditions were ftoir the surface
S John left (= 10). In order for there to be an answer to that question,

* there would have to be a unique logical structure $ associated with the sur-
face s of {10). But if (11) is the logical structure of (10), then there
would be two logical structure Ss, not one, associated with the surface s,
John left. For this reason, it would make no sense in this case to ask
for the satisfaction conditions for the surface S, John left, though ‘it
would make perfect sense to ask for the satisfaction conditions of either ‘
So or,5y in-(11). Note, however, that since words like 'true' and 'felici- -
tous' can give clues as to which logical structure S is meant, it would .
make sense to ask whether the sentence in (10) is true (in the ordinary
sense of the term, rather than in Lewis’' extended sense) on a given occasion,
just as it would make sense to ask whether it was felicitously used on a
given occasion. To ask whether (i0) is true is to ask whether S| in (1)
is satisfied, and to ask whether it is felicitiousiy asserted is to ask -
whether So is satisfied. ) L -

As we have seen, it makes sense to talk about satisfaction in a|model
directly only for logical structure Ss; and it makes sense to talk about
satisfaction in a model indirectly for a surface strucutre S ouly if there

-~ B
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is a unique logical structure S which is associated by tne grammdr with
that surface 5 and in terms of which satisfaction car be directly defined.
We are in the same position with respect to entailment, which after all

is defined in terms of satisfaction. Strictly speaking, entailment is a
relation between logical structures, not surface sentences, We can define
entailment .indirectly for surface sentences just in case we can associate
a unique structure S with cach ot the.surface sentences. Consider the
following examples.

v

John and Bill left

(2} a.

‘ b. John left. - _ .

(13) a. I state that John and Bill left
" b, I state that John(left

Under the performiative anaivsis for declaratives, the {a) and (b) senteuces
in (12) and (13) will be associated with the logical struuturcs in (l4a)

and (14b) lespegt1ve1\

(14) " a, So .
v"""’/;:::;;77‘§:::::::;\\\\f“‘x
- state X - ' Yy S,
} and 32 ) S3
! /\ /\
j N v N
f
f l ] I
{
lett ]~ left &
b; l"’__,,i:::::::="§é::::;\\\\\ | ‘
v N ' N TN B
I oo a } -~
state ‘X y Ss

left
With respect to (14) we can say- the following abéut entailment.

(1sy a. S; entails S
b. 'Sg does not entail S84

"Since entailment is a reiat.on directly defined hbetween logical structures .

KY
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and only indirectly betwcen sentences depending on which logical structure
* Ss they are associated with, we can only talk about entailment relations in,
(12) and (13) if we know which: logxcal structurc Ss we are talking about. /
Consider for example the sentences in (13). If we can find a locution td
make it clear that we are associating (13a) with S; and (13b) with Sa. “then
we can speak of an entailment relation of the appropriate sort hOldth
e
(16) That (13a) is a true statement on occasion t. unta11~ thdt (13b) . s
is a true statement on occasion t. - //, T
- / o
By using the locution. about true statements, we mﬁko it clear that we afte
associating (I3a) with S| and (13b) with S5, since: s

-

(17) a. (13a) is a true statement on occasion ¢t if and o;ly it Sl in

. (14a) is satisfied on occasion t. .

b. (13b) is a true statement on occasiow t if and only if S, in
(14b) is satisfied on occasion t. -

The point again is that when we speak of true statements, s are speaking
of direct objects of statement predicates, not whole sentences or the logical
structures corresponding to them i
Now consider (18). |
. !
(18) Sentence (13a) entails sentence (13b) . ] . '
. !
. ' . . |
(18)_would -be understood as meaning (193,
(19) The truth of the proposition expressed by the logical.structure §.
associated with sentence (13a) entails the truth of the proposition

expressed by the lOglLdl structure S associated with the sentence
(lab) :

" Without any special locutions about true statements, the constraints of. (19)
would be in force for the entire surface sentences (rather than just for the
surface S marking the direct object of a predicate of stating, a5 in the

“case above.) By {9a), (13a) and (lab) conld not be associated with Sy and S,
respectively, but rather with S, and S4 respectively. Since S5 and Sy describe
speech acts, it is inappropriate to speak of their 'truth'; morcover, there

is 'no entailment relation between Sg and S,. Thus, there arc two reasons
why (19) -does not hold. :
Let us now consider (12).° If we usc the 'true statement' locution, we

get the same results as in (lo). | . !

(l6') That (12a) is a true statement on occasion t entails that (12b) is
a true statement on occasion t.
(17') a. (121) is a truc statement on occasion t if dnd only if Sl in
{lda) is satisfied on occasion t. |
b. (12Zb) is a true statement on occasion ¢t if and only if S5 in
(14b) is satisfied on occasion ‘t.. .
But because (12) contains no overt performative verh, (12) displays a dif-
ference with respect to (13) when one looks at statements parallel to (18)
such as (18') .

. . 1

(18')} Sentence (12a4) entails sentence (12b).

145
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(19') The truth of the proposition expressid by the logical structure S
associated with sentence (12a) entails the truth of the proposition
exprebsed by the logical structure S associated with sentence (12b).

(18') is unlike (18) in that principle (19) permits both Sg and' §, to be
"fassociated with' .the surfuce S dominating sentenve (12); and (10* also

permits both S, and’ S, to be 'associated with' the surfuce $ dominating
sentence (12b). But since one can only speak of S and S, as being 'true’

‘while it is inappropriate to speak strictly of the 'truth’ of S; and Sy

the surface nominals sentence (I2a) and sentence (12b) in (18') wind up
being associated with S| and S> respectively. Since there is an entailment
relation between 'Sy and S,, (18') not only makes sense, but is true.

The point here is that the grammar of lLnglish may assign sentence (l’a)
the logical structure (l4a), while the surfzce nominal sentence (l12a) in the
sentence (18') may be taken as referring to the content of only a subtrec
of (14a), namely S The reason why [ have taken the trouble to discuss
this matter at sucé length is that a failure to make such distinctions can
lead one into making a fallacious argument against the performative analysis
for declaratives. (20) contains the gist of.such an argument.

(20) (i) © (14a) is the logical structurc of sentence (12a) and

) (14b) is the logical structure of s$ertence (12b).

(ii) Sentence (12a) entails sentence (12b).

(iii) “ But (l4a) {= Syl does not entail (l4b) {= Sql-

(iv) Therefore, assuming that entailment “is based on logical

structure, (i) cannot be correct. -

The argument is fallacious. In order to mike the argument correct, we
would have to assume in addition:

(21) Ssentence (12a) entails sentence (12b) is true if and only if the
logical structure of .sentence (12a) entails the logical structure
of sentence (12Zb). .o

But this need not be a correct assumption, as we saw atove... The truth of
(20ii) [= (18')] depends upon what the surface nominils sentence (12a) and
sentence (12b) refer to in that sentence. As we have scen, these surface
nominals may be understood as referring to the proposition expressed by a
subtree of the logical striwcture of the surface sentence. 'This is not

. particularly, strange, considering the general complexitics that we have scen

to be involved in the assignment of reference to surface nominals, and the
general constraints in (9) above. ' '

APPENDIX 2

Given transformational grammiar of the Aspects vintage, it made sense to ask
'Do transformations preserve mcaning?' - Within generative semantics, this
question does not make, sense, for various recasons. First and most obviously,
there are no trahsformations. In their place there arc correspondence rules

. which may have global and/or transderivational coastraints associated with

"them. Sccondly, the role of correspondence rule~ is to correctly relate

surface structures and logical structures, given various constraints in-
volving context, Lunvcvcd meanings; etc. The rules will have to account
correctly for alliaspects of meaning; but the term 'prescrving meaning' will

‘be itself meaninglch in. such a theory. Since there is more to meaning

than. just the model-theoretical interpretations of logical structures--in

. particular, those- f?atqrcs of meaning associated with context and conveyed

K N \ -
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-meaning--one would not expect all aspects of the meaning of a sentence to
be given by the model-theoretical interpretation of the logical structure
of the sentence. The rule of ‘performative deletion, as discussed by R.
JLakoff (1973), is a case in point. As Lakoff observes, overt performatives
are used under different contextual conditions than nonovert performatives.
Thus, sentences with overt performatives would differ in their contextual
meaning from sentences with nonovert performatives. This would be accounted
for in thé grammar of Englishvby placing transderivational conditions con-
cerning context on the rule of .performative deletion. .

If one had a theory like the Aspects thcory, with transformations and a
notion of deep structure, and if one stated performative’d=letion in such a
theory as a transformatior, then performative deletion would, as expected,
‘not be a meaning-preserving transformation in such a theory, since the
contextual constraints on sentences in the derivation of which the rule has
applied would differ from thosc in which the rule had not applied. But
this issue. doe$ not arise in generative scmantics, since the notion of

'preserving meaning' does not make sense in such a theory. In generative
semantics, meanings arc assigned to sentences by rules of grammar. One o

“may ask whether they are assigned correctly or incorrectly, but not whether =
they are 'preserved'. . . :

" APPENDIX 3 '

Ross ‘and Sadock, in their versions of the performitive analysis, assume

! that the logical structure of every sentence has au performative predicate
expressing the literal content of that specech act which is performed when
the speaker utters the given sentcnce in‘an appropriate situation. [ am not
making such as a$<0mption but rather two weaker assumptions:

~

~ i .

(I} Every sentence when used in a given situation to perform a 'speech act
has assaciated with-it in that situation a logical structure which contains
a performative predicate which capresses the literal content of the speech
act. : :
(I1) Every sentence which contains in its suf?gce structure a deictic {or

" 'indexical') element, i.e., an element which has meaning only with reference
to a speech act, has ir its logical structuve a performative predicate which
expresses the literal content of that speech act. :

~—" . (I) and (II) leave open the possibility that there arc sentences of

- natural languages which do not have any deictic elements and which can be
considered in the abstract apart from any implicit or explicit spcech act.
Such sentences do seem to occur in English, though they constitiie a very
tiny proportion of sentences of the language. They include certain sentences
about mathematics and the physical sciences, as well as definitions. Compare
the following two groups of sentences. )

Two plus two equals four

(D -

CE Force equals mass timés acceleration AN
o Whales are mammals . ) =~

(2) My uncle came here yesterday

Whales are becoming extinct
. The earth“has one satellite
- That is a wombat

QO oo o

* Though the sentences in (1) have surface -structure-present tense elcments, °,
those tense.elements have no rclation to the time that such sentences were
uttered (written, etc.}.. They are true (or false) independent of who

\\\ C U ) | “\.“ - 1 4 '7 ° '.:\
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uttersithem, or when or where or under what circumstanc2s they are uttered,
and<independently of whether they are uttered at all. Thus the tenses in
(1) are not deictic elements. The tenses in (2) are, however, deictic
elements. The truth of each sentence in (2) depends on when it is uttered.
Moreover, the truth or falsity of (2a) depends on who utters it and where
the utterance takes place. (2d) depends for a truth value on what-the
speaker refer to by that. R N '
A tiny proportion of naturalfTanguage sentences have no deictic elements.
in them at all, and if we ignore instances where such sentences, including
those in (1), are considered in the abstract rather than- being asserted by
a speaker, then my proposals in (I) and .(II) become identical with the Ross-
Sadock proposal. The disparity between our positions,: though miniscule so
far as natural language phenomena on the whole are concerned, is important
with respect to the history of the study of formal semantics. Formal
semantics grew out of the study of formal logic, which in“.turn concerned
itself primarily if not wholly with nondeictic sentences abstracted away
from speech situations, since it was concerned with mathematics (and science

in general). Mathematics can be formalized without taking speech acts into

dccount. However, when formal semantics is extended from its traditional
domain to natural languages as wholes, the study of nondeictic sentences
abstracted from speech situations pales into insignificance. Not that such
cases should not he accounted for; (I) and (II) are set up to account for
them. According to (I) and (II), sentences like those in (1) would be

_-associated with two logical structures; one for cases in which the sentence

is uttered in the performance of a speech act--typically an assertion--and
another in which the sentence is considered in the abstract, as logicians

usually consider them:. In the former (speech act) case, the logical struc-

ture ofithe sentence would contain a .performative predicate expressing ths
literal content of ihe speech act; in the latter case, since the sentence
can be totally abstracted from any speech act situation, there would be no
performative predicate in logical.structure.

The Ross-Sadock proposal requires-that all logical structures contauin
performatives in the dppropriate place; my proposal requires no such con-
straint. (I) and (II), rather then being constraints placed on grammars,
would simply fall out automatically once the principles governing the occur-
trence of deictic elements were stated correctly. - Each surface structure

‘deictic element would correspond to some argument in logical structure that

would be 4 clause-mate of some performative predicate. Thus, the presence
of a deictic element would require the presence of a performat:ve predicate
in logical. structure; correspondingly, if a sentence contained no deictic

element, no performative predicate would be vequired--one might be there or
not. If a performative predicate were there, then in order for the logical

. structure to be satisfied in a model, some speech act -would have to occur.

With no performative predicate, there would be no corresponding speech act,
and we would get the consideration-in-the-abstract case.

.
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* Robert C. Stalnaker
Carnell University

N .
There is a familiar intuitive distinction between what is asserted and what
is presupposed in the making of a-statement. If I say that the Queen of Eng-
land is bald, I presuppose that England has a unique yueen, and assert that
she is bald. If I say that Sam regrets that he voted for Nixon, I presuppose
that Sam voted for Nixon, and assert that he feels bad about it. If I say
that Ted Kennedy is the only person who could have defeated Nixon in 1972,
I presuppose that Ted Kennedy could have defeated Nixon in 1972, and assert
thkat no one else could have done so. Philosophers have discussed this dis-
tinction mainly in the context of ‘problems of reference, Linguists have dis-
cussed it in man; contexts as well. Thev have argued that the phenomenon of
presupposition is a pervasive feature of tle use of natural language, one
that must play a role in the semantic ana:rysis of many words and phrases.
The principal criterion that has been used to identify presuppositions
can be stated in the following way: Q is presupposed by an assertion that P
just in case under normal conditions one can reasonably ‘infer that a speaker
‘believes that Q from either his assertion or his denial that P. One who
denies the example statements listed above--who says that the Queen of England

" is not bald, that Sam does not-regret that he voted for Nixon, or that Ted
Kennedy 'is not the only person who could have defeated Nixon in 1972, nor-
mally makes the same presdppositions as the person who makes the affirmative
statements. Linguists bave~used this criterion to identify many examples of
the phenomenon. The criterion, anu many of the examples, are relatively clear
and uncontroversial; it is clear that there is a phenomenon to be explained.
But it is much less cléar what kind of explanation of it should be given.
Granted that either the statement that the Queen of England is bald, or the
spedker who makes it, presupposes that England has a unique queen. But what
is it about the statement, or the speaker, which-constitutes this fact? There
are two very different kinds of answers to this question. S

The first answer is that presupposition is a semantic relation holding

-~ between sentences or propositions. This kind of account draws the distinction

- bétween presupposition and assertion in terms of the content or truth-condi-
tions of the sentence uttered or the proposition expressed. Here is an ex-

.. ample of such a definition: a proposition that » presupposes that Q if and
~ .only if 0 must be true in order that P have a truth-value at all. The pre-

" .suppositiuns of a proposition, according to this definition,-are necessitated
by the truth, and by the falsity, of the proposition: When any presupposi-
tion is false, the assertion Jdacks a truth-value.

The second answer is that presupposition should be given a pragmatic
analysis. The distinction between presupposition and assertion should -be
drawn, not in terms of the content of the propositions.expressed, but in’
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. . :
terms of the situations in which the statement is made--the attitudes and
intentions of the speaker and his audience. Presuppositions, on this account, -
are something like the background beliefs of the speaker--propositions whose
truth he takes for granted, or seems to take for granted, in making his state-
ment. . o ’

The pragmatic account is closer to the ordinary notion of presupposition,
but it has frequently been assumed that the semantic account is the onec that
is rlelevant to giving a rigorous theoretical explanation of the linguistic
phenomena. I want to argue that this assumption is wrong. 1 will suggest
that it is important for correctly understanding the phenomena identified by
linguistics to give the second kind of analysis rather than the first. 1In
terms of the pragmatic account, one can give intuitively natural explanations
of some facts that seem puzzling when.presupposition is viewed as a semantic

- relation. The pragmatic account makes it possible to explain some particular

facts about presuppositions in terms of weneral maxims of rational communica-

tion rather than in terms of complicated and ad hoc hypotheses about the

semantics of pafticular words and particular kinds of constructions.  To
argue this, I will sketch an account of the kind 1 want to defend, and then
discuss some of the facts identified by linguists in terms of it.

Let.me begin by rehearsing some truisms about communication. Communica-
tion, whethetr linguistic or not, normally takes place against a background
of beliefs or assumptions which are ‘shared by the speaker and his audience,
and which are recognized by them to be so shared. ~When I discuss politics
with my barber, we .cach take the elementary facts of the current political
situation for granted, and we each assume that the ofher does. We assume
that Richard Nixon is the President, that he recently defeated George
McGovern by a large margin, that the United States has recently been in-

~volved in a war.in Vietnam, which is a small country in Southeast Asia, and

so forth. That we can recasonably take these facts for granted obviously
makes our communication more efficient. The more common ground-we can take ®
for granted, the more efficient our communication will be. And unless we
could reasonably treat some facts in this way, we:probably could not communi-:
cate at all. e o
Which facts or opinions we can reasonably take for granted in this way,
as much as what further information ecither of us wants to convey, will guide
the direction of our conversation--will determine what is said. I will not
say things that are alrcady taken for granted, since that would be redundant.
Nor will I assert things incompatible with the common background, since that
would be sclf-defeading. My aim in making assertions is to distinguish among
the possible situations which are compatible with all the beliefs or assump-
tions that ‘| assume that we share. Or it could be put the other way around:
the common background is defined by the possible situations which [ intend
to distinguish amon§ with =my assertions, and other speech acts. Propositious
true in all of them are propositions whose truth is taken for granted.

" Although it “is normally inappropriate because unnecessary for me to
assert something that cach of us assumes the other alrcady believes, my
assertions will of course always have copsequences which are part of the
common .background. For example, in a context where we both know that my
neighbor is anv*adult male, [ say "My neighbor is a bachelor," which, let us
suppose, entails that he is adult and male. 1 might just as will have said
"my neighbor is unmarried.” The same information would have been conveyed
{although the nuances might not have been.exactly the same).. That is, the
increment aof information, or of fontent, conveyed by the first statement is
the same as that conveyed by the second. . If the asserted proposition.were
accepted, and added to the common background, the resulting situation would
be the samec as”if the second assertion were accepted and added to the back-

ground. . . .
‘ .. "‘\-\.__ B
159 )

o



LA .' " ) : Pragmatic Presuppositions 1,37

~... This notion of common background belief is the first approximation to the
notion of pragmatic presupposition that I want to use. A proposition P is a
pragmatic presupposition of a speaker in a given context' just in case the,
speaker assumes or believes that P, assumes or believes that his addressee .
assumes or believes that P, and assumes or believes that his addressee recog-
nizes that ne is making these assumptions, or has these beliefs.
" 1 do not propose this as a definition or analysis, first since it is far
from' clear what ‘it is to believe or assume something, in the relevant way
- " and second since even assuming these notions to be clear, fthe definition
. » would need further qualification. My aim is not to give an analysis but
rather to point to a familiar feature of linguistic contexts which, I shall
ATgue, is the. feature in terms of which a certain range of linguistic phenon-
ena should be explained. The notioh has, 1 think, enough intuitive*content
~ to enable us to identify a lot of particular casés, and the general outlines
' of the definition are clear enough to justify some generalizations about pre-
.suppositions whith help .to explain the facts. Before defending this claim
by discussing some of the facts, 'l will make two remarks about the general
‘notion. ) .
=" First, note that it is persons rather than sentences, propesitions or
speech ‘acts that have or make presuppositions. This goes against the pre-
vailing‘technica; use of the term, according to which presuppositions, whether
semantic or-pragmatic, are normally taken to relaté two linguistic things.
Onc- might define such a relation in terms of the pragmatic notion in something
like one of the following ways: (a) One might say that a “sentence x pre-
supposes that O just in case the use of x to'make a statement is appropriate
. (or:aermal, or conversationally acceptable) only*in contexts where Q0 is pre-
supposed by the 'speaker; or (b) one might say that the statement that P (made
in a given context) presupposes that Q just in case one can reasonably infer
that the speaker is presup,osing that QO from the fact that the statement was
made; or (c) one might say hat’ the statement that P (made in a given con-
=:text) presupposes.that O -just in case it is ne 3sary to assume that the
» speaker is.presupposing that' 0 in order to unm rstand or interpret correctly
. the statement.  As stated, these suggested definitions are vague, .and each
" is different from the other. .ut I do not think it would be fruitful to re- -
fine them, 'or to_choost one « -er the others. It is true that the linguistic
facts to be explained by a theory of presupposition are for the most part re-
-1ations‘bctwccn linguistic items, or hetween a linguistic expression and a
.proposition._ They are, as I interpret them, facts about the constraints, of
one kind or .another, imposed by what is said on what is appropriately presup-
posed .by the speaker, according to various different standards of appropriate-
ness,. But I'-€hink all the facts can be stated and explained directly in -
"terms’ of the dndcrbyinggnotion of spcakcr'prcsupposition, and without intro-
ducing an intermediate notion of presupposition .as a relati.a holding between
sentences (ar statements) and proposition . R <
. This last point is a stragetic recommerdation, and not.a substantive claim.
As’ I'said, one could define sUCh‘n,nqtion ‘n various ways; 1 just doubt the
. theoretical utilityv of doing so0.° My purely strategic motive for emphasizing
this point is that I want to avoid what I think would be a fruitless debate
over which of various explications of the notion of pragmatic.sentence pre-
supposition best accords with the use of the term "presupposition' by
ﬁinguists. I do not want to deny that, in an adequate theory of conversation,
one will need a notion or notions of conversational acceptability, and that
onceé one has such.a notion one has all the material for a definition of prag-
matic sentence presupposition. A rough definition of "conversational accept-
ability” might be something like this: 3 speech act is conversationally
acceptable-in the relevant sense.just in case it can reasonably be expected
to accomplish its purpose in the normal ®ay in which the normal purposes of
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such speech acts are accomplished.  But such a nation would get its content
from an account of the mechanisms by which the normal purposes of speech acts
are accomplished, and the notion of spuaker presupposition is intended_to be
one theoretical concept useful for giving such an account. It is in this way
that it is a more basic concept than the concept of conversational accept-
ability. . K

Second, let me suggest onc way that the definit: o given above needs to
be qualified. IA normul, straightforward serious conversational contexts
where the overriding purpose ot the conversation is to exchange information,
‘or conduct a rational argument, what is presupposed by the speaker, in the
cense intended, is relatively unproblematic. The presuppositions coincide
with the shared belicts, or the presumed common %knowledge. The difficulties
in applying the notion c¢ome with contexts in which other interests besides
communication are being served by the conversation. [f one is talking for
some other purpose than to cxchange information, or if one must be polite,
discreet, diplomatic, kind, or entertaining as well as informative, then one
may have reason to act as if the common background were different than one
in fact knows it to be, For example, when I talk to my barber, neither of
us expects to learn anything; we are talking just to be civil, and to pass
the time. If we haven't much to say, we may {act as if the background of
common knowledge is smaller than it really “is.. "Cold today, isn't it?"
‘MSure is, windy too." "Well, spring will be here before long." Although there
is little actual communication going on here, it is clear that what is going
on is to be understood in terms of genuine communication. We are pretending
to .communicatg, and our pretense can be explained in terms of the same
categories as a.serious exchange of information. . '

In other cases, a spéaker may act as if certain propositions are part
of the common background when he hnows that they dre not. He may want to
commundicate a propositict ndireo !y, and do this by presupposing it im such
a way that the auditor wiil he able tu .afer that it is presupposed. In such
a case, a speaker tells his auditor Huething in part by pretending that his

auditor already knows it. b pret o nved not be an attempt at deception.
-1t might be tacitly r« gn fv cveryone concerned that this is what is going
on, and recognized tha  vovoene vlev recoptizes it. In some cases, it is just

that it would be indiscre r, or insulting, .r tedious, or unnecessarily blunt,
or rhetorically less effective to openly assert a proposition that one wants
to communicate.’

Where a convers:tion invo..cs thi< kind of .pretense, the speaker's pre-
suppositions, in the —ose of the term | shall use, will not fit the de-
finition Sketched abo.- . That is why the Zefinition is only an approximation.-
I shall say that one accually does miake the presuppositions that one scems to
makes even when ore is onis pretending to have the beliefs that one normal ly
has when c.. wakes presuppe i*ions.  Presupposing is thus not a mental at-
titude like believing, but iz rather a linguistic disposition--a disposition
to behave in one's use of language as it one had certain beliefs, or were
making certain assunptions.’ : :

The presumed backgronnd invormation--the set of presuppositions which in
part define a linglistic context--naturally imposes constraints on what can
reasonably or appropriately be said in that context. Where the vonstraints
relate to -a particular kind of grammatical construction, or to a particular
expression or category of cxpressions, onc has a linguistic fact to be ex- )
plained. This is the case with the sumple sentences with which-'I began. One!
of the facts could be stated like this: it is inappropriate to say. "The
Queentof FEngland is bald” (or to say “the Queen of England is not bald") ex-
cept in a context in which it is part of. the presumed background irformation
that England has a queen. . Comparce this with a descript:on that interprets
the phenomena in terms of a semantic conedpt of presupposition: the projrsi-
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tion expressed by 'the Queenof England is bald” has a truth-value only if
England has a unique queen. The first descripticn, ip contrast to the second,
makes no’ claim at.all about the content of the statement -about the truth-
conditions of what is said. The description in terms of the pragmatic notion
does not rule out a semantic explamation for the ‘fact that a certain pre-
supposition is required when a certain statement is made, but neither does

it demand such an explanation. That' i3, one might explain why it is appro-
priate for a speaker to sav "the Queen of Eritland is bald" only if ho pre-
supposes that England has a queensin terms of the following two assumptions
first, that the statement tacks a truth-value unless tnglond has a queen, and
secohd, that one normally presupposes that one's statements have a truth-
value.. But one also might explain the Fact in a different way. The facts
about presuppositions, { am suggesting, can be separated from a particular
kind of semantic explanation of those facts. This <scparation of the account
of presupposition from the account of the content of what is said will allow
for more diversity among presupposition phenomena than would be possible if
tiiey all had to be forced into the semantic mold. Lot ne suggost, more
specifically, four of the advantages of making this move.

First, if presupposition is defined independently of truth-conditions,
then it 'is possible for the constraints on presuppositions ‘to vary from con-
text to context, or with changes in stress or shifts in sword order, without
those changes requiring variation in the semantie interpretation of what is
said.  This showld make possible a simpler semantic theory; at the very least,
it should allow for more-flexibility in the construction of semantic theories.
For example, D.T. lLangendocn Foints out in a paper on presupposition and
assertion that normally, if one said "my cousin isn't a boy anymore' he would

-be asserting that his cousin had #rown up, presupposing that he is male. But

one might, in a less. common context, use the same sentence to assert that
one's cousin had changed sexes, presupposing that she is young.® If a seman-
tic account of presupposition is giver of this case, then one must say that
the sentence is therefore- ambigurus.  0On the pragmatic account, one just
points to two different kinds of situations in which a univocal sentence |
could b~ used. ) .

Sccond, if presupposition is defined independently of “truth-conditions,

-then one can separate the question of entailment relations from the question’ e

of presupposition. On. the scmuntic decount, presupposition and entailment’

and only if 8 is necessitated by botha 4 and its denial. A entails B if and
only if B is necessitated by 4 but not hy its denial. Thus the claim_that
the sentence, "Sam realizes thar ¢ entails that P conflicts with the claim

.that that sentence presupposes, in the semantic sense, that p.. But using

the pragmatic account, onc may sav that sometimes when a.presupposition is
required by the making of a statement, what is presupposed is also entailed;
and sometimes it is not. One can sav that "Sam rdalizes that P entails
that P--the claim is false upless P is true. "Sam does not realize that 'p,”
however, does not entail that o, ‘That-proposition may be true even when P is
false. All this.is compatihle with"the claim that one is required to pre- -’
suppose that P whcaever vne asiertt or deniecs that Sam realizes it.

Third, the constraints imposed; by a statcment on what is presupposed seem

‘to be a matter (f degree, and this is hard to explain on the semantic account.

Sometimes no sense at all can be made of o statement uniess one assumes that
the speaker is making a certain presupposition. In other cases, it is mildly
suggested by a spcech act that the speaker is taking a certain assumption for
granted, but the sugpestion i% casily defeated bv countervailing evidence.-

If a speaker savs to me, "Sam was surprised that Nixon lost the election,"”
then.I have no choice ‘but to assume that he takes it for granted that Nixon
lost.. But if he savs, "If Lagleton hadn't been dropped from the Democratic
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ticket, Nixon would have won the clection” (without an "even' before the "if
or a "still" after the "Nison"), there is a suggestion ‘that the speuker pre-
« suppuses that Nixon in fact did not win, but it the stutement is made in the
right context, or with the right intenation, the sugpestion is overruled.
This diffcrence in degree, and variation with context is to be expected on
the pragmatic account, since it is 7 matter of the strength of an inductive
inference from the fact that a statement was made to the existence of a back-
ground assumption or belicf. ‘ ' . .

Fourth, and perhaps most important, the pragmatic analysis of presupposi-
tion, becausc it relates the phenomena to the general communication situation,
may make it possible to explain some of the facts iu terms of general assump-
tions about rational strategy in situations where people ~xchange information

_or conduct argumént. Onc way to explain the fact that a-particular assertinn
requires or suggests a certain presupposition is to hypothesize that it is
simply a fact about sume word or construction used in making the assertion.
In such a case, the fact about the presupposition requirement must be writtea
into the dictivonary, or into the semantics. But since we have an account of
the functior »f p- osuppositions in conversations, we may sometimes be able
to -explain racts about them without such hypothtses. The propositions that
p and that ¢ may be related to cach other, and to common heliefs and in-
tentions, in.such a way that it is hard to think of a reason that anvone
would raise the question whether 2, or care about 1ts answer, unless he
alrcadv ‘belicved that . More gencrally, it mivht be that one can make sense
of 4 craversation as a sequence of rational actions only on the assumption

////fthat the speaker and his audience share certain presuppositions. If this
kind of explanation con be given for the fact that a certain stat>meitt tends
to require a certjiin presupposition, then there will ke no need to complicate
the semantics or the lexicon.

For examplé, consider the word "know." !i is clear that 'x knows that p"
entails that 2. [t is also clear that in most goses when anyone asserts or
denies that x knows that #. he presupposes that ».  Can this latter fact be
explaineéd without building it 'into the semantics of the word? @ think it can.
Suppose a speaker were to assert that x hnows that £ in a context where the
‘truth of P is in doubt or dispute. tHe woald be saying in one breath some-
thing that could be challenged in two different ways. tie would be leaving
unclear whether his main point was to make a claim about the truth of P, or to
make a cluim.ahont the epistemic situation of x (the knower), and thus leaving
unclear what divection he intended or expected the conversation to take. Thus,
given what "x Khows that 2 means, and given that people normally want to
communicate in an orderly way, and normally have some purpose in mind, it
~ould be unreasonable to aswsert that x hnows that £ inr such a vontext. One
could communicate more cfficiently by saying something clse. For similar
reasons, it wonld norually be inappropriate to say that x does not know that

_ P in a contdtxowhere the truth of Powas in guestion. 1f the speakdér's reason

. for belicving his assertion were that he thought that P was false, or that he
thought that x didn't belicve 2, or didn't have reason to hetieve that P,
then his statement would be gratuitously weak. And it would be unusual for a
speaker to be in a position to know that one of these situations obtained,
without knowing which. ]

This is.a tentative and incomplete sketch of an explanation. Much more <
“would have to be said to mahke It convincing. My .point is to make it plausible
that, in some casecs at least, such explanations might be given, and to argue
that where they can be given, there is no reason to build specific rales about

presuppositions into the semantics. K »
) I want -now to illustrate these advantages of the pragmatic account by
lpoking at some linguistic fucts in terms of it. The two-sets of facts I will

- consider arc taken from two recent papers by lLauri Karttunen. ”
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»

First, on a Jdistinction between two hinds of factive verhs. 1t is well
known that among. verbs which take a nominalized sentence complement (for vx-
ample believe, know, intend, sec) one cun Jdistinguish o subclass known as
factive .verbs (know, reyret, discover, soe, a5 contrasted with pelieve, intend,
assert, claim). . A numher of syntactic and semantic criteria are used to
draw the distinction, but the Jdistinguishing mark that is relevant is the
fyylowing: if Vois a tactive verb, then s V0o that I presupposes {and, 1 would
say, entuils as well) that . IF [ assert or Jdeny that Jones regrets,
roalizes, or discovers that Nixon won the clection, then 1 presuppose that
N'xon did in fact win. Karttunen has drawn a turther distinction, amony two
kinds of fuctive verbs which, he nrguus.'rcquircs a4 distinction bitween two
kinds of presupposition relations.  One hind of factive verb (labeled the
full factives) includes regyret, forget and resent. The basis for the dis-
tinction is as follows with full fuactives, it is not only an assertion or. s
denial of the proposition ¥ 's chat o that requires the presupposition- that
p, but also the supposition that x. '~ that » in the antecedent ot a con-
ditioual, or the claim that the proposition might be true. With semi-factives,
it is only the assertion or denial that requires the presupposition.  For ex-
ample, conaider the two statements :

Sam may royret that he voted For Nixon.
If Sam regrets that he voted for Niwon, then De isoa fool.

Becuuse these two statements clearly require the presuppositicn that Sam
voted for Nixon, regret is seen to be a full factive.

The following is Karttunen’s crample to illustrate the contrast between
full factivas und semi-factives.  Compare .

regret \
r£ 1 realize  later that [ have not told the tru th, I wiil
. discover . . -
confess it to &veryons.
: 3

In the first statement, the speaker clearly presupposces that he has not told
the truth. In the other two cases, he cluarly does not presuppose this.
“Thus realize and discover-iare scen to be sen -factives.

To expiain the difference, Karttunen postulates a distinction between
a strong and a weak kino of semantic presupposition. I 1 s necessitated by
pPossibly 2, and by foss:bly not-0, then 2 strongly presuppos o that P Weak
semantic presuppositions are defined in the usual way. .

In discussing this example, |1 wiant to dispute both the data, and the-
theoretical account of them. [ auree that there is a sharp contrast in the
particular example given, but ‘the matter is less clear if one léoks at other’
examples. Consider. hd

If Harry discovers that his wife Is playing around, he wiil be
upset. }

If Harry had discovered that his wife wis playing around, he
would have been upset. : '

If Harry had realized that his wife was playing around, he
would have been upset. . K

Harry may realize that his wife has been playing around.

Harry may never discover that his wife has been playing around.

There is, I think, in all these cases a presumption that the speaker pre-
supposes that Harry's wife 1is, or has been, playing around. The presumption
is stronger in some of the examples. than in others, but it secems to me that
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in some of them it is as strong as with regret. Further, it we assume’ that

with the so-called semi-factives like discover and redlize, there is always
a presumption that the speaker presupposes the truth of the proposition ex-

“pressed in the complement, we can-still explain why the presumption is de-

feated in Karttunen's particuldar example. The explanation goes like this:
if a speakeriexplicitly supposes something, he tiereby indicates that He is
not presupposing it, or taking it for wraated.  So when the speaker says "if
I realize later that p," h¢ indicates that he is not presupposing that he will
realize later that P. But if it is an open question for a speaker whether
or not he will at some future time have come to realize that P, he can't .
be assuming that he already knows that P. And if he.is not assuming that he
himself knows that P, he can't be assuming that P.  lience © cannpt be pre-
supposed. A roughly parallel explarcation will work for discover, but not for
regret. :

One can explain another of Karttunen's cxamples in a similar way. Consider
the three questions: : :

. reyret
- Lid you ¢ .realize that you had not told the truth.
discover

Here realize seems to go with regret and not with discover. The first

two questions seem to require thot the speaker presuppose that the auditor
did not tell the truth, while the third does not. Again, we con explain the
difference, even while assuming that there is a presumption that the pre-
supposition is made in all three cases. The "easen that the presumption is
defeated in the third casc is that the-spealier could not make that presuppesi -
tion without assuming an affirmative answer to the question he is asking.
But in generat, by askiag a question, .ne irdicotes that one is not pre-
supposing a particular answer to it. This explunation depends’ on the pur-
ticular scemantic propertizs of discover, and wili not work for realize or
rearet.® It also depends on the fact that the subject of the verb is the
second-person pronoun. Hence if the explanation is right, one would expect

‘the presuprosition to reappedr in the analogous third-person question: "Did

Sam discover that he hadn't told the truth?" [t seems that it does.

Since on the pragmatic account, the constraints on presuppositions can
vary without the truth-condi ions changing, we can allew presuppo: ition
differences hetween first- or sccond-prorson statements and questions and the
corresponding third-pc-son statements .nd questions without postulating
Separate semantic avcounts of propos’ .ions expressed from different points
of view. 3o, while .¢ have noted diffeioncas in the presuppositions required
or suggested by’ che following: two statements, ‘

If Harry discovers that his w:fe has hwen playing zround, "e will
be upset.

Jf I discover that my wife has been rlaying around, I will be
upset (saitd by Hacry) .

this differerce does not prevent us rvom suving that the two statements both
have the same semantic content--thay the same proposition is expressed in
bcth cases. It wO{lﬂ/ﬂQL/hc possible to say this on a semantic account of
presuppositiors ' '

If the expluntations [ .have sket hed itce on the right track, then we can
account for at lcast some of the d:/ferences between factive and’ semi-factive
verbs without distinguishing Setween two different kinds of presupposition
reiations. We can also account for some differencoc among semi-fagtives,
ind differences between First- : third-person staterents without cuomplica-
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ting the semantics. The explanation depends on just two things: first, some

simple and very general fucts about the relation between prugmath\prc-
suppositions and assertions, questions, and suppositions; sccond, on the
ordinary semantic properties of the particular verbs involved.”

The second set of facts that 1 will discuss concerns the presuppositions
of compound sentences: How do the presuppositions required by a conditional
or conjunctiv¢ statement relate to the presuppositions that would be required
by the component parts, stated alone? In general, what s the relation be-

- tween the presuppositions required hy an assertion that A .nd the assertion

that B on the one haid, and by an assertion that 4 1 B or that if A, then B
on the other? Karttunen defends: the following answer to the question: let
S be a sentence of the form A and B or 1f A, then B. 5 presupposes that ¢ if

“and only if either A presupposes that ¢, or B presupposcs that ¢ and A docs~—
not semantically entail that C. In other words, the presuppositions of a

conjunction are the presuppositions required by either of the conjuncts, ‘minus
any required by the second conjunct which arc entailed by the first. The
presuppositions of a conditional are the presuppositions of either antecedent
or consequent minus those required by the consequent and entailed by the
antecedent.  So if I say "Herry is married, and Harry's wife is a great cook,"
{ assert, and do not presupposc, that Harry is married. But the sccond con-"
junct, stated alone, {(Harry's wife is a groaf cook), would require the pre-
suppesition that Harry is married. The sentence with conjuncts in reverse -
order wot.ld be unacceptable in any normal context. (Haizu's wife Is a great
cook, aad Harry is married). : .
Now-if we regard Karttunen's generalization as a generalization about

‘semantic presuppositions, then we will interpret it as a hypothesis about the

way the truth-value (or lagk of it) of a conjunction or conditional relates
to the truth-values of the parts. The hypothesis has the consequence that
the conjuncticn and is not truth-functional, since thc-truthqulue of a con-
junctive statement will in some cases depend on entailment veldtion between
the conjuncts. 1t has the consequence that and is ret symmetric. A and B
may be false while 8 and A lacks a truth-value. Finally it has the con-
sequence that the simple conjunct.on and is governed ly aysteriously compli-
cated rules. ’ ’

on the other hand, if we regard Karitraen's generalization as a general-
ization about pragmatic presuppositions, then we can reconcile it with®the
standard truth-functional account of and, =nd we can explain the generaliza-
tion without postulating any ac hoc semantic or pragmatic rules. The ex-
planation goes like this first, once a »roposition has been asserted in a
conversation, then (uriess or until it is challenged) tF spcaker can reason-
ably take it for granted for the - 2:t of the conversation. In particular,
when a specaker says something of the form » and 3, he may t-ke it for granted
that A (or 1t least that ais audience recognizes that he uccepts that 7)
alter ,he has said it. The proposition that & will iwe added to the backgruund
of common ass mptions before the speaker asserts that 5. Now suppose. that B
exprresses a vroposition that would, fcr some reasor, be inuppropriate to
assert except in a context where 4, or something cntarled by A, is presupposed
Even if A is not presupposcd initially, one may stii: assert A and B rince by
the time one gets to sayinyg that 8; the context has .hifted, and it isvby then
presupposed that A. ﬂ . .

As with the explanation sketched in the earlier discussion, this explana-
tion rests on just two things: fuiest, a simple pragmatic assumption about the
way presuppositiuns shift in the coursc of a conversation--an asswnption that
says, roughly, that a speaker may build on what has already been said; second,
an uncontroversial assumption about the semantic properties of the word and--
in marticular, that when onc asserts a conjunction, he asserts both conjuncts.
If we interpret presupposition to mean pragmatic presupposition, then we can®
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deduce Karttunen's generalization from thesc two almost trivial assumptions,
The analogous gencralization about conditional statements is explainable
on equally simple assumptions. Here we need first the assumption that what
is explicitly supposed becomes (temporarily) a part of the background of
common assumptions in subsequent conversation, and second that an jf clause
is an explicit supposition. ‘\gain, Karttunen's generalization can be derived
from these obvious assumptions,
© -1 have been arguing in this paper for the fruitfulness of scparating
semantic from pragmatic features of linguistic expressions and situations,
and of explaining a certain range of phenomena in terms.of pragmatic rather
than semantic principles. . This goes against the trend of the work of
generative semanticists such as George Lakoff and John Ross, who have empha-
sized the difficulty of separating swntactic, semantic, and pragmatic problems,
and who have sometimes suggested that such distinctions as between syntactic
and semantic deviance or semantic and pragmatic regularities arc of more use
for avbiding problems than for soiving them. Partly to respond to *“
concern, I will conclude with some general remarks about the distinction be-
tween semantics and pragmatics, and about what I am not recommending when [
suggest -that the distinction be taken seriously. '
First remark: semantics, as contrasted-with pragmatics, can mean cither
the study of meaning or the study of cortent. The contrast between semantic
and pragmatic claims can be cither of two things, depending on which notion
of semantics one has in mird. First, it can be a contrast between claims
about the particular conventional meaning of some word or phrase on ‘the one
hand, and claims about the general structure or strategy of conversation on

\

“the other. Grice's distinction between conventional implicatures and con-

versational' implicatures is an instance of this contrast. Second,. it can.be

a contrast between claims about-the truth-conditions or content of what is
said--the proposition expressed--on the one hand, and claims about ‘the context
in which a statement is made--the attitudes and interests of speaker and
audience--on the other. It is the second coutrast that I am using when 1
argue for a pragmatic rather than a semantic account of presuppositions. That
is, my claim is that constraints on presuppositions are constraints on the
contexts in which s* fements can be made, and not constraints on the truth-
conditions. of propositions cxpressed in making the statements. I also made
use of rhe other-contrast in arguing for this claim. I conjectured ‘that one
can expisain manv presupposition constra.nts in terms of general conversational
rules without tuilding anything about presuppositions into the meuanings of
particular words or censtructions. But I make no general claim here. In

SOMe cases; one may just have to write presupposition constraints into the

dictionury entry for a par:icular word. This would make certain presupposi-

‘tion requirements a matter © weaning, but it would not thereby make them a
“matter of content. Their- 7. o facts about the meaning of a word which play

no role at all in determining v.c trutn-conlitions of propositions expressed
using the word. S

Second remari: in recommending a separation of content “and context I am
nog§ suggesting thot there is ne. interaction hetween them. Far from it. The
semantic rules which determéne-the content of a sentence may do so only re¢la-
tive to the context in which it is utteved. This is vhviously the case with
senter s using personal proilouns, demonstratives, quantifiers, definite des-
cript s, or proper nzmes. | suspect it happens in less obvious cases as
well. But this interacrion does not ‘Prevent us from studving the features
which define a linguistic ~ontext {such as a set of pragmatic presuppositions)

in abstraction from t;-e T.positions cxpressed in such contexts, or from
studyinrg the iolactionsi- - {mong propositions in abstraction from the contexts

in whivh they might be cxpro oo,

A final remark: in o ases, distinct.ons such as that between §¢mantic

’
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and pragmatic features may be used as @ way to set problems aside. -Some
linguists have accused other linguists of using the distinction betwecen
syntax and semantics in this way. Deviant sentences which seem to conflict
with syntactic generalizations arc not treated as counterexamples, but in-
stead are thrown into a."semantic wastebasket' to be cexplained away by some
future semantic theory. In the same way, some nay be suspicicas that'I.am

setting up a pragmatic wastebasket, and recommending that all the interesting

problems be thrown away.

I do not think that this is always a bad procedure, but it is not what I
am suggesting here. T am recommending instead the development and appiica-
tion of a pragmatic theory in which detailed explanations of* phenomena relat-
ing to linguistic contexts can be given. It is truc that traditivnally the .
more well-developed and the more rigorous linguistic theories have focused
on questions of grammar and content, while the discussions which emphasized. —
the role of conversational edntext have been more informil-an vS theoret-
ical. But there is no necessity in this. Potentially at least, a theory of
pragmatics, and the notion of pragmatic presupposition can -he 'as precise as
any of the concepts in syntax and semantics. Aithough the explanations 1
have sketched in this paper are infermal and incomplete, I think they snggest
a strategy for giving explanations of linguistic phenomena relating to.con-
texts which are both rigorous and intuitively natural.? '

s
a7

FOOTNOTES

1 This paper was read at the University of Texus conference on performatives,
conversational implicature, and presupposition in March, 1973, as well as

at New York University. 1, and-1 hope the paper, benefited from stimulating
comments by linguists and philosophers at both places. )

2 This is a special case of what Grice has catled exploitation, since the
speaker exploits the rules governing normal conversation.in order to communi-
cate something which is not expligitly said. See H.P. Grice, '"lLogic and

"Conversation,' unpublished.

3 It was suggested by Jerry Sadock {personal communication) that the defini-
tion should be modified in another way to account for examples of the following
kind: - I am asked by somvcone who I have just met, "Are you going to lunch?"
I.reply, "No, I've got to pick up my sister." Here I scem to presuppose that
I have a sister even though i do not assume that the speaker knows this. Yet
the statement is clearly acceptable, and it docs. not scem right to explain
this in terms of pretense, or exploitation. o ieet this problem, Sadock
suggests replacing the clause in the definition, "speaker ussumes or beliecves
that the addressce assumes or helieves that 7" with the clause, "speaker
assumes or belicves that the addressce has no reason to doubt tnat p." .

The reason | resist.this rugeestion, even though 1 recognize the force of
the examplé, is that some basic generalizations about speaker presuppositions |
would fail if it were adopted.  For example, one important generalization,
alluded 'to above, is that it is unnecessary, in fact inappropriate, to assert
wiitt is presupposed. But consider a routine -lecture or bricfing by an
acknowledged expert. It may be that everything he says is-something that the
audien.e has no reason to doubt, but this does not.make it inappropriate for
him to speak. The problem is that the modification would work only for cases
where the addressee could infer what was being presupposed from the overt
speech act. But this is not the only case where speaker presuppositions ore
important: ' 2t ‘ o )

Two alternative responses to the cxampie are possible: (a) onc.can ex-
plain it in terms of exploitation; (b) enc can deny that there is .a presup-
position made at all in this kind of example. :

To respond in the first way is, I admit, to stretch the notion of. exploi-
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tation, first because the example lacks the flavor of innuendo or diplomatic
indirection which characterizes the tlearest cases of communication by
pretense, and second because in the best cases of exploitation, it is the
main point of the speich act to communicate what is onlv implied, whereas
in this example, the indirectly communih@ted material is at best only a
minor piece of required background inforxation._.Nevertheless, the explana-
tion of how communication takes place in this example may be thought to be
similar in form to explanations of how it takes place in the mére familiar
cases: the addressee infers that the speaker accepts that Q from the fact
that he says thdt £ because normally one says that P only when it is common
background -knowledge that Q.

To take the second option is to deny the generalization that the speaker
always presupposes the existence of a unique referent (in the relevant domain
of discourse) fitting any definite description (like "my sister") which he \

L

uses. To make this plausible, one would have to give an explanation of why
one is usually expected to presuppose the existence of a unique referent
“when one uses a definite description--an explanation which also explains the Y
-..exceptions to the-rule. ‘
"7 D. Terence Langendoen, "Presupposition and Assertion in the Semantic
Analysis of Nouns and Verbs in English,' in Semantics: An interdisciplinary
Reader in Philosophy, Linguistics and Psychology, ed. by Danny D.
Steinberg and Leon A. Jakobovits (Cambridge, England: Cambridge University
Press, 1971). = o
Lauri Karttunen, "Some Observations on Factivity'" and '"Presuppositions of
Compound Sentences," Linguistic Inguiry, IV (1973). )
% The relevant difference between realize and discover is this:’ because
realize is a stative verb, a past tense statement of the form x didn't
realize that P must be about some particular time in the past (determined
by the context), and not about all times in the past. This means that x
- didn't realize that P may be true,-even though x now knows that P. There-
fore, a speaker may assume that his addressee knows or assumes that P with-
out prejudging the question whether or not he realizes (at thé relevant -
past time) that P. In contrast, because discover is an inchoative verb,
x didn't discover that P may be about all times in the past. For this <
reason, normally, x didn't discover that P implies that x has not yet dis-
covered that P, and so does not now know that P. Therefore, if a speaker
presupposed that P, he assumes that x has discovered that P, and so assumes
a particular answer to the question he is asking.
Two disclaimers: First, I do not want to leave the impression that I think
I have explained very much here.. I have not made any attempt to explain the
source.of the presumption that the complements of both factive and semi-
factive verbs are presupposed. I have tried to explain only how the pre-
sumption is canceled in certain cases. Also, the presumption is clearly
harder to defeat in some cases than in others: hardex with realize than
with discover, and harder with full factives than with semi-faé%ives. I have
said nothing that would explain this. My hope, however, fs.that such explana-
tions can be given using the generanl strategy which °~ am r commending. N
Second, I do not want to deny that there are systematic diff&geﬂceS(pé;qggn
factives and semi-factives. One difference is that full factives allire-
quire not-only the presupposition that the proposition expressed in the’
complement is truec, but also the presupposition that the subject of the verb
knows or knew that it is. Nonc of the semi-factives require or suggest this
second prééupposi;ion; in fact, they rule it out. ‘ : :
In a paper given at the Texas confercnce on performatives, conversationa
implicatives, and presuppositions, Karttunen put forward an explanation of
his geheralization which is very similar to this. Our accounts were developed
independently. : ;
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2 I have been accused, partly on the basis of this concluding paragraph, of
being overly optimistic about the possibiiity of a formal theory of prag-
matics which is both rigorous and sufficiently detalled to provide sub-
stantive explanations of linguistic phenomena. This accusation may be just,

‘but my main point here is independent of this. However casy or difficult

it proves to be to develop an adequate theory of conversation, one cannot
simplify the task by building conversational rules into a semantic theory
of the content of what i< said.

+
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ST \
Presuppositioﬁ*agd Linguistic Context” |- :

Lauri Karttunen
University of. Texas-Austin

According to a pragmatic view, the presuppositions of a sentence de-
termine the class of contexts in which the sentence could be felici-
tously uttered.  Complex sentences present a ditfficult problem in
-this framework., No simple "projection method" has been found by
~— which we could compute their prosuppositions from those ot their con-
-stituent clauses,  This paper presents a wiy to eliminate the pro-
jedtion problem. A recursive definition of "satisfaction of pre-
suppositons” is proposed thar makes it qmnecessary to have any ex- Y
plicit methud for assigning presuppozitions to compound sentences.
A theory of presuppositions becomes a theory of constraints on suc-
cessive conrexts in a fully explicit discourse,

What I present here is a sequel to a couple of my carlier studies on
presuppositions. The first one is the paper "Presuppositions of Com-
pound Sentences' (Karttuncn 1973a), the other is called "Remarks on
Presuppositions” (Karttunen 1973b). I won't review these papers here, but
I will start by giving some idea of the bachground for the present paper.

Earlicer 1 was concerned about two things. First, ‘I wanted tn show
that there was no adeyuate notien of presupposition that could be defined
in purcly semantic terms, that is, in terms of truth conditions. What
was needed was a pragmatic notion, something along the lines Stalnaker
(1972) had suggested, but not a notion of the speaker's pr .upposition.
I-had in mind some definition like the one given under (17,

(1) Surface seatence A pragmatically presapposes a logical & . 31 and
mlyoin :

The main point about (1) is that presupposition is viewed as a relation
between Sentences, or more accurately, as a relation botween—a “surface
sentence and the logical form of ancther.® By "surface sentence" | mean
expressions of a natural language a3 opposed to sentences of a formal

*Presented ut the 19735 Winter Mecting of the Linvuistic Society of America
in-San Diego.. ‘this work wus supported in ;art by the 1073 Roigurch Work-
shop on Formal Pragmatics of Naturval [ancoaage, sponsored he Mathema -
tical Social Scicnce Board., | acknowiedee with specialgFatitute the con-
tributions of Stanley Peters to my understanding of-the problems in this
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language which the former are in some manner associated with. 'Logical
forms’ are expressions of the latter kind. 'Context" in (1} means a set
of logical forms that describe the set of background assumptxons, that is,
whatever the speaker chooses to regard as being shared by him and his in-
tended audience. According to (1), a sentence can be felicitously uttered
only in contexts that entail all of its presuppositions.

Secondly, I argued that, if we look at things in a coertain way, presup-
position turns out to be a relative notion fér compound sentences. The
same sentence may have different presuppositions depending.on the context
in which it is uttered. To see what means, let us use '"X" as a variable
for contexts (sets of logical fourms), "A" and "B" stand for (surface) sen-
tences, and "P,'" and "Pp' denote the set of logical forms presupposed by
A and B, respectively. Let us assume that A and 8 in this instance are
simple sentences that contain no quantifiers and no sentential connectives.
Furthermore, let us assume thut we know aiready what A and.B presuppose,
that is, we know the elements of P, and P Given all that, what can we
say about presuppositions of complex sentgnces formed from A and B by
means of embedding and sentential connectives? This is the notorious
"'projection problem" for presuppositions (Morgan 1969, Langendoen & Savin
1971). For instunce, what are the presuppositions of "If A then B"?

Intuitively 'it would seem that sentential cennectives such as if...
then do not 1ntroduce any new presuppositions. Therefore, the set Pjf 4
then B should bé either identical to or at least some proper subset of the,
combined presuppositions of A and B. This initially simple idea is pre-
sented in (2).

(2) Pif A then B&PawPp

However, ,I found that when one pursues this liné of inquiry further, things
become very complicated. Consider the examples in (3).

"(3) (a) If Dean tcld the truth, Nixon is guilty too.

(b) If Haldérman is guilty, Nixon is guilty too.
(c) [If Miss Woods destroved the missing tapes, Nixon is
guilty too.

In all of these cases, let us assume that the consequent clause
"Nixon is guilty too'" is interpreted in the sense in which it presupposes
the guilt of so™ ..~ else. The question is: does the compound sentence

as a whole carr:. ti:* presupposition? In the case of (3a), the answer
seems to be defi-itely yes, in the case of (3b) definitely no, and in the
case of (3c) a magbe, depending on the context in which the sentence is

used. For example. if the destruction of the tapes is considered a crinme,
then Miss Woods would be guilty in case she did it, and (3c) could be a

conditional assertion that Nixon was an accomplice. In this context the

sentence does not presuppose that anyone is guilty. But in contexts where
the destruction of the tapes in itself would not constitute a crime (3c)
apparently does presuppose the guilt of someone other than Nixon.

These examples show that. if we try to determine the presuppositions

of "If A then B'" as a particular subset of the joint presuppositions of

A and B, the initial simplicity of that idea turns out to be deceptive.
In reality it is a very complicated enterprise. - The kind of recursive
principle that seems to bé required is given in (4a) in the form it ap-
pears in Karttunen (1973b). (4b) says the same in ordinary English.

(4) (a) Pif A then B/X = Pasx\v (Pp/XUA- (Exua-Ex))
where Ex is the set of logical forms entailed (in the standard
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sense) by X, and XUA 1s the vesult of adding the logical torm
of A to X.
(b) The presuppositions of "If A then B" (with respect to context

X) consist of

(i) all of the presuppositions ot A (with respect to X) and

(ii) all of the presuppositions of B (with respect to XwA) ex-
cept for those entailed by the set \\;A and not entailed by
X alone. !

One would like to find a better way to express this, but [ am not surc
there is one.? It really is a complicated question.

So much for the background. What I want to show now is that there’ is
another way to think about these matters, and about presuppositions of
complex sentences in particular. Let us go back for a moment to the at-
tempted pragmatic definition in (!). The point of that definition is that
the presuppositions of a sentcnce determine in what contexts the sentence
could be felicitously used. A projection method, such as (4a), associates
a complex sentence with a c¢lass of such contexts by compiling @ set of %
ldglcal forms that must be entailed in any context where it is proper to us2
th sentence. Thus we say that the sentence "If A then B can be felici-
todsly uttered in context X only if X entails all of the logical forms in
the set Pi¢ A then g/X: defined in (da). .

There is another, much simpler, way to associate complex sentences
with proper contexts of use. Instead of characterizing thesc contexts by
compiling the presuppositions of the sentence, we ask what a context would
haVe to be like in order to satisfy those presuppo>1tlons. Of course, it
is exactly the same problem but, by turning it upside down, we get a
surprlslngly simple answer. The reason is that we can answer the latter
questlon directly, without having to compute what the presuppositions

- actually are.

The way We go“about this is the following. We start by defining, not
presuppositlon but a notion of satisfaction of presuppositions. THis
definition 1S based on the assumption that we can give a finite list of
basic presuppositions for ecach simple sentence of English. For all cases
where A is a simple, non-compound sentence, satisfaction is defined as in

(s).

L 'wﬂ.——f - X )
(5) Context'X satifies-the-presuppdsitions-of A just in case X entails
all of the basic presuppositions of A (that is, PAC;EX).

The basic presuppositions of a simple sentence presumably can be deter-
mined from the lexical items in the sentence and from its form and der-
ivational history, say, the 1pp11uatxon ‘of certain transformations such
as Pseudo-Clefting. 7To give a somewhat oversimplified example, consider
the word too that occurs in the examples under (3). As a first approx1ma-
tion to the meaning of too we could give a condition like the one in (6),
which is based on Green (1968).

(6) Context X satisfies-the-presuppositions-of 'a is P too' only if either
(i) X entails '"b is P% for some b (#a), or (ii) X entails "a is Q"
for some Q (#P). -

This in turn is equivalent to saying that a simple sentence like "Nixon o~
is guilty too" either has a presupposition that someone else is guilty or
that Nixon has some other property.3 One or the other must be entailed
in context.

For compound sentences we define satisfaction recursively by associat-

1R
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'%ngleuch part of the senience with a different context. The basic idea

-behind this was incependert[v sugg-sted in both Stalnaker (1973) and

2thttunen (1973b). For ¢orn'‘tionals, satistaction is detined in (7).

‘ - X

ﬁ7l Context X \J'IRFLC‘-Yhﬂ-pFC\upPO\lthH\ -of "It A then B" just in

-oocase {4) X sutisfre s-the-presuppositions-of A, and (i1) XwA satisties-
'hU-prCsuppoSltlnh--ot B.

As before, the CXPres<ion "X denotes the set that results from incre-
: .menting X with the lo_ical form of A% For conjunctions, that is, sen-
‘.y tences ot the foim "A and B, satisfaction is defined just as in (7)

‘For disjunctions,;sentences of the form "\ or B", we have "-A" instead

of N in part (llie Examples that illustrate and support these principles
;0 can . be found im oy, tier papers.” . . )

i Note that satiifios the-presuppositions-of is a relation between con-

;'tcxts amd sentences! s 1 have tried to indicate orthographically, we

. arc defining it hore as g primitive, irreducible locution. Eventually

‘”’it would he better ro‘rcplucc this clumsy phrase with some simple verb such
< las Madmidts”, which has the right pragmatic connotations. | keep the

¢+ farmer term only to bring out the connection between (4) and (7) more

;Qloi}ly. At “the end, of-course, 1t comes down to having for each simple
sentence a set of logical forms that are to be entailed (in the standard
1051;&1 nCh\C)\hV a vertain context. What is important is-that wedetine
“satisfaction for complex sentences divectly without computine their pre-
suppusitions c&pllultl\ There © no need for a projectior -othod.
Secondiy, in cuse 1 sentence occu: - as nart of a larger compound, its pre-
ssuppositions need nat always be satistied by the actual conversational
.congext, as long as they are sutisficd by a certain local extension of it.
“For example, in order to admit "1f A then B" a context need only satisfy-
the-presuppositions-af A, provided that the presuppositions of B are
satistied by the™TomIext as incremented hl[h the logical form of A.

L [t can.be shown that the new way of uoxng things and the old way are
;equxvﬂxcnt They sanction the use of any sentence in the same class of
‘Tontexts. Although it may not be obvious at first, the statement in (8)°
nis true just in case (Y) holds, and vice versa.

—

S) X suti#ﬁicé;thc-prcsuppusitinns-nf "itf %\ then B
(91 Py A then B Xg;“\ :

" The proot isJstraight-forward and will not be presented in detail.  lHere
: -1t sufficed to note that, by (4a), (9) is cquivalent to the conjunction
A of (10} and (INT

(10) P\C_‘—.;\ ‘ . ' .
o (11) Pp- (l(”\ I\)C:I\

b

¢

Symllanly, by. (7)), {8} is eauivalent to the onjunction of {12) and (13).

Co(12) X satisfies- the-presappositions=of A
(137 X A satisfies-the-presuppositions- of B.

'Gibepgbur basi¢ definition of satisfaction in (5) and that A and 'B are
.. simple sentences, it follows that (10) and (12) are equivalent. So it
‘remains to be shown that (11) and:(13) also amount to the same thing.
This &an be done with simple set-theoretic means by proving the equivalence
ofv(ll) and (14). (Note that Ex(a Eyja)-

©4) Py Exya. e
LS 5 . 1-14(5'1 . -
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(14) in turn says the same thing as (13) provided that B is a simple sen-

* tence, as we have assumed here. [n short, (8) and (9) arc equivalent by
virtue of the fact that (10) is equivalent to {12) and (l1y is eauivalent
to {13). Consequently, the class of contexts that satistyv-the-presupposi-
tions-of "If A then B” by principle (7Y is the same class of contexts that
entail all of the presuppositions assigned to this sentence by (da).°

A$ we move on to more complicated sentences, the advantages of (7)
over (4) become more and more clear. For example, consider sentences
of the form (15). : -

(15) It (A and B) then (€ or D).

It is a very cumbersome undertaking to compute thee set of “logical forms
presupposed by (15) by means of rules Tike (3u). But it is a simple

"matter to tell by principles Iike (7) what is required of u context in
which (15) is used. This is shown in (16). Note thiat (l6) is not a1 new
definition but a statement that directly follows from (7) and the cor-
responding principles for conjunctions and disjunctians,

(16) Context X satisfies-the-presuppositions-of "I (A and B) then (C or D)V
just Qn case
(i) Uosatistfies-the-presuppositions-ot
(ii) N\ satisrices-che-presuppositions-or B,
(ii1) ™A & B satisfies-the-presuppositions-of ¢,
< Liv) XN & Bu~C satistics-tho-presuppositions-ot D,

AS we study complex cases such .- this one, we see that we could leok
at satisfaction of presuppositions in an even more general wav. As
illustrated in (16), by our definition a given initial context sutiSfics;
the-presuppositions-of a complex sentence just in case the presuppositions,
of cach of the constituent.sentences are satisfied by a certain specific
extension ot thut ianitial context. For example, the presuppositions of
D in (I5) must be satistied by a sct of logical forms that consist of the
current conversational context as incremented with the logical torms of
"A and’ B and the negation of €. In compound sentences, the initial con-
text is incremented in a left-to-right fashion giving for cach constituent
sentence 1 local context that must sutisfy its presuppositions.’ e
could easily define a notion of local context separately and give the
following weneral definition of satisfuction for all compound sentences.

(17) Context X satistics-the-presuppositions-of S just in case the pre-
suppositions of ecach of the constituent sentences in S are satisfied
by the corresponding locul context. '

Note that in this new framework the ecarlier question of how it comes
about that presupposition is = celative notion for compound sentences
does not arise at atl. Also, the distinction between cases like (3a) and
(3b) is of no particular importance. What is required in both cases is
that the presupposition of the consecquent clause contributed by the word
too be entailced by the current conversational context as incremented with
the logical form of the w1 < <dent. In case of (3b), we recognize that
this condition is met, nc .+  r what the initial context is like, hy
virtue of the particular . *. dent. Im (3u0) it appears that the ante-
cedent does not contributc ching towards satisfying the pre.uppositions
of the consequent, at least, not in contexts that immediately come to
mind. Hence we can be sure that the presuppositions of the consequent
are satisfied in the incremented context just in case they are already

. satisfied initially. [t scems to me now Fié{i{}is is a much better way
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of putting it than to talk about a presupposition . ny "shared” by

the compound in (3a) and being "canceited” or "filterdd avav” ia (3b), as
[ did in the earlier papers. Such locutions can be thrown out with the
projectic method that gave ri. to them,

Sn fur . huave only dis. r<ved complen sentences Lhac are tformed with
santential correctives.  However, satisfaction of presuppositions can
~asily Te defincet for all Kinds of complex -ontences.  Without going into
any gres . detr oy, [ will try to outline bow this i1s Jdone tor sentences
with senten’ial subjocts or on-ects.

LEt us represent such sentences with the expression "vio. A )"
where "v'' stands for a complementizable vert and "\ for an embedded
subject or object clause. Sentences with verbs like belicve and want that
require non-sentential subjocts are represented with "via,\)" where Ma”
star for the underlyving subject. I tails connection we have to dis-
ty three hinds of complementizable verbs, as shown in (18).

(18) ' Verbs of saving: cai, s
exXtorial negasion,
(11)  Verbs of propositional attitude: believe, fear, think,
want, ¢lo.
(I17) Al other kinds of complementizable verbs: factives, vemi-
tactives, modals, one- and two-wey implicativeas, aspes tua!
verhs, internal negation.

, tell, anpounc:, etel fincluding,

AN A

Esseptially this amounts to o distinctico between verbs that are "trans-

Cparentt with respect to procuppositiops of their complements (type 111)

\

and verbs that sre "opaque’ to wie degree or another (types | ound 11).8
These distinctions of course are rov arbitrary but presimably follow tfrom
the semantics 2f verb complementation in sove manner yet to be oxplained.

For ‘sentences where the main verb “x of th o lasr type, woe need the
condition in (i,

19 If v is ot vype I, context Vv ~-21stics-the -presunpositions-of
U pr i
Uvi{oocALL " only if X satisfies-the-presuppositions-of AL

Thus in a case such w. t20), where mau, forco, and stop all are < f type
IIf, a context satistfie: -the-presuppositions-otf the whole sentence oniy
if it satisfies those of all the nested cnmplemcnts.3

(20) The courts may rforce Nixon to stop protecting his aides.

For example, 2 cor -—xt for (20 ought to eatail that Nixon has or will
have been protecting his aides. .

¥~= Verl, of .propositional atti ude we nred o conditicn such as (21,
where the expression "B, (Xj" stamds "oz the sct of beliefs attributed to
a in X.

o . . ]
(21)  Bf v s of type, I, context X satisfics- pretuppositions-of
N v .. RN . - ) . . o~ 3
wid, AT only i B (&) satisfies-the-presuppositions-of FURN

P \ . :
The condition says that sentences suct as (27) reguire that the subject
of the main sentcrice be wnderstood to have a set of beliefs that satisfy-
the-presupposizicns-of the complement.

(22) John fe~rs that Nixon will stop protcecting his aldes.

To satisfy tiue presuppositions-of (22), a centext must ascribe to John a
Y I I
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set of beli~fs that satistyv-the-presuppositions-of "Nixon wili stop nro-
tecting .his aides'. .

Finally, with verbs of type I a comp..a sentence does mot aceessar’ly
require that the presuppositions of the complement he sat:sf.ed, as we
can observe by contemplating examples such as (231,

(23) CZiegler announced that Nixon wii1 stop protecting his aides.

(23) can be spoken felicitously, perhaps even truly, no matter what the
facts arc understood to.be or whether anyone is supposcd to hold-a-sct of
beliefs that satisfv the presuppositions of the complement.

As a firal example of complementation, onsider the-sentence in {24),

(24) John thinks that, it Rosemary believ ¢ that Nixon has been pro-
tecting his aides, she is afraid the . Nixon will stop protecting
them.

By applying the principles in (21) and (') recursively, we arrive at the
conclusion that, “f a given context, X, satisfics the_presuppositions of
€24}, thea the presuppositiens of the last clause in (24)7“Nixon will
sL2p protecting his aides', are satisfied by the set (25). ’

{25) Brosemary (Biubn (X)o Rosemary beljeves that Nixon has heen pro-
tecting his a1des)

This set contzing ali of the beliefs attributed to Rosemary in a context
that ceasists.of all of the beliefs attributed to .John in X and the logical
form of the given sentence. By virtue of its last-mentioned ingredicnt,
this set in (25) := vuaranteed to ¢ntail that Nixon has been protecting
his aides. Therefore, 721} dues not require_that this particular pre-
supposition of the las® :lause be entailed in contexts where (24) is used,
or bv the sev of telicfs that in those contexts uare avtributed to .John or
to Rosemary. s tar as I am able to tell, this is .the correct result.

This concludes what 1 have to say about satisfaction of presuppositions.
Whit we are inter-ited in is asss.iating sentences with proper contexts
of use. We can achieve this goai directly by defining acnotion of sat-
isfaction as a rela*ion between contexts and sentences. [n this way we
avoid the many compsications that have to be built into a projection method
that does the same bv associating ciach sentence with a set of pre-uppositions.
The efforts by langendoen ond Savin (1971), Morgan (1909, 1973), Keenan
(1973), Lakoff and Riilton (f971), Herzberger (1973), myself (1973a,
1973b), and many others to find such a mcthod now seem misplaced to me.
The best solution to the projection problem is to do away with it. The

moral of this paper is: do not ask what the presuppositions of a complex

sentence are, a3k want it takes to satisty them.:

[ will conclude with a few comments about the notion of context. It
is implicit in what I have said ahout satisfaction that a conversational
context, a set of logical forms, specifies what can be taken for granted
in making tk. n-~xt specch act. What this common set of bhackground assamp-
tions contains depends en what has been said previously and other aspects
af the communicutive situation. In a fully explicit discourse, the pre-
suppositions of the next sentence uttered are satisfied by the current
centext. This guarantees that they ure true in every possible world con-
sistent wi=h the context. Of course, it is possihle that the uactual world
is not c~¢ of them, since people muy be talking under various misapprehen-
sions. Satisfaction of presuppositions is not a matter of what the facts
really are, just what the conversational context is.

168



O

ERIC

Aruitoxt provided by Eic:

156 Proceedings of the Texac Conference

. Once the new sentence has been nttered, thc context will be incremented
to include the new shared information. Viewed in this light, a theory of
presuppositions amounts to a theory of a rational order of contexts from
smaller to larger sets of shared information. At each step alony the way
that a fully explicit discourse proceeds, the current context satisfies

the presuppositions of the next sentence that in turn increments it to a
new context.

~  There are definitions of pragmatic presupposition. such as (1), which
suggest that therc is something amiss in a disco.rse that docs not pro-
ceed in this ideal, orderly fashion. Those definitions make it infelici-
tous to utter sentences whose presuppositions are not satisfied by the
current conversationdl context. They outlaw any leaps and shortcuts.

All things considered, this is an unrcasonable view. Consider the examples
in -(26) .- '

(26) (a) We regret that children cannot i -:ompany their parents to
commencement exercises.
(b) There are almeost no misprints in this book.
(¢} I would like to introduce you to my wife.
(d) John lives in the third brick house down the streef from
the post office.

(e} .It has hven pointed out that there ire Counter cxamples to
' my theory.

The underlined items in these sentences bring in a certain presupposition.
Thus (26a) presupposes that itts complement is true. Yet the sentence
could readily be used in a conversational context that does not satisfy,

"this presupposition. Perhaps the whole point of uttering (26a) is'to let

it be known that parents should not bring their kids along. Similarly,
(26d) might be used to give directions to a person who up to that point

"had no idea that there arc at least three brick houses down the streec

from the post office, which is a presupposition for the sentence by virtue
of the underlined definite description. The same goes for the other
examples in (26).

What do we say here? I am not at all sure we want to say that, in
these cases, a sentence has hecen used intfelicitously. I am Sure that there
is no advantage in saying that sentences like (20A) sometimes do and some-
times do not presupposc their complements. A -notion of "part-time pre-
supposition' is not going to help. On the contrary, had we defined pre-
supposition as a relation hetween a sentence and its speaker, we would
be tempted to talk about somc presuppositions being optional.

I think the hest way to look at this problem is to recognize that
ordinary conversation does not always proceed in the ideal orderly fashion
described earlier. People do make leaps and shortcuts by using senten-
ces whose presuppositions are not satistied in the conversational context.
This is the rule rather than the exception, and we should not base our '
notion of presupposition on the false premiss that it does not or should
not happen. But granting that.ordinary discourse is not always fully
explicit in the above‘jgnse, l'ghink we can maintain thatea sentence 1is
always taken to he an 4#ncrement to a context that satisfies its presupposi-
tions. If the current conversathonal context does not suffice, the listen-
er is entitled and expected to cktend it as required. He must determine
for Limself what context he is gupposed to be in on the basis of what was
said and, if he is willing to along with it, make the same tacit ex-
tension that his interlocutor Appears to have made.!! This is one way in
which we communicate indircctf;, convey matters without discussing them.

When we hear a sentence such as (26a), we recognize that it increments
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contexts which entail thar children ave wot permiticd ar commeiceaent
exercises. These arc the only contexts fhat satis.- the presuppositions
of (26a). So if we have not reulized already that w: are supposed to be
in that kind of context, the sentence lets us koo thuai indirectly. Per-
haps the whole point of uttering (leta) was £y make us congludc this for

“ourselves so that we would not have to he told directl, .’ o

One must be careful not to confuse presuppositions with features of
contexts that satisfy those presuppositions. Consider # sentence such
as (27), which is a modificd version of an example discussed by Lakoff
(1971). :

(27) John called Mary o Republican and then she insulted him back,

Because of the word back, the sccond conjunct.of (27) presupposes that

John has insulted Mary. The principle {17) tells us that this presurposi-

tion ought to be satisfied by the corresponding local centext. In this

case, the local context consists of the initial context for. (27) in-

cremented with the logical form of "John called Mary a Republican. lLet |

us suppose that this context in tact satisfies the presupposition that John .
has insulted Mary, and that the initial context bw itsclf would not satisfy

it. This state of affairs could ceme about in sc.oral wayvs., The most

obvious one is that the initial context entails that calling someone a
Republican constitutes an insult,

Note that there is nothing in (27) which presupposes that "Republican®
is a dirty word. It is not a necessary feature of cvery context that
satisfies the presuppositions of (27). But there are some vontexts in
which the presuppositions of (27) are satisfied only because of it. Some-
times we can exploit this thact by uttering (27) in a context which does
not sutisfy its presuppositions.  [W-that case we expect the listener to
not:ce what extension we have in mind. THTs.is similar to what can be done
with the examples in (26), except that here the piege of information that
is passed along under the counter is neither prcsuppo§?d\nqgvontniled by -
any part of (27). i T

As a final example, consider a case of the hind fivst discussed in © 0 e
Liberman (1973),

(28) Bill has met cither the King or the President of Slobovia.

The two disjuncts that constitute (28) have conflicting presuppositions’:
Slobovia is a monarchy/Slohovia is a republic. Yet, (I8) as a whole is
not contradictory, It scems to asscert that Bill has met the Slobovian
Head of State and imlicates that the speaker does not know much about
Slobovia. What sort ot context does it take to satisfy-the-presuppositions-
of (28)7 ) . . :
Assuming that the condition for "or"” is symmetric {see ftn, 5 above),
we find' that, accordineg to our principles, (28) can be admissible at least
in contexts which cntail the logical forms of the thrve sentences in (29).

(29) (a) Slobovia is cither a monarchy or a republic.
(b} 19 Slobovia is a monarchy, Bill has met the King of Sltobovia,
C{c) If Slobovia it a republic, Bill has met the President of
Sloboviu, ‘

. Such a context can satisfy the presuppositions of ((28) for the following
reason. By incrementing it with the negation of the first disjunct,

"Bill has not met the King of Slobovia®, we.get a context which entails
that Stobovia is a republic, which is what the sccond disjunct presupposes,
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By 1ncrement1ng the original context with the negation of the second dis-
junct, we get a context whic¢h entails that Slobovia is a monarchy, which
is a presupposition for the first disjunct. Given that both constituent
sentences in (28) are admissible in their respective local contexts, (28)
as a whole is admissible. . :

[f our way of looking at presuppositions is correct, it should be in
principle possible to utter (28) to someone who has never cven heard of
Slowviz and leave it up to him to conclude that the bpcakcr assumes (29).
It s200s to me that this is a desirable result.

I 1his paper I have argued that a theory of presuppositions is at best
looked upon as a theory of constraints on successive contexts in a fully
explicit discourse in which the current conversational context satisfies-
the-presuppositions-of, or let us- say from now on, admits the next sen-
tence that increments it. [ have outlined a recursive definition of ad-
mittance, based on the assumptlon that we can give a finite list of pre-
suppositions for cach simple sentence”  In this approach we do not need
an explicit projection method -fof assigning presuppositions to complex
sentences. A theory of presuppositions of the kind advocated here attempts
to achieve both less and more than has been expected of such a theory:
less in the sensc that it is not a theory of how ordinary discourse daes
or ought to proceed; more in the sense that it tries to explain some of
the principles that we make use of in communicating indirectly and in .in-
ferring what somconc is coucitted to, although he did not exactly sav'xt

FOOTNOTES

1 There is seme guestion over whether this notion of presupposition is
properly labeled "pragmatic”., For Stalnaker (1972, 1973), pragmatic pre-
supposing is a propositional uattitude of the speaker. lHowever, [ will
follow Thomason (1973) and others who would like to reserve the term
"presupposes' for reclations (semantic and pragmatic) between sentences.

" The idea that it is important to distinguish in this connection between

surface sentences and their logical forms is due to Lakoff (1972, 1973).
2 Ppeters has pointed out to me that, under certain conditions, (da) is
equivalent to the following projection principle.

Pic A then B = Pav 7A€ CepR)

Peters' principle has the advantage that it assigns the same set of pre-
suppositions to "If A then B” irrespective of aay context. Note that this
set is not a subsot of Pyw g, as regitrwd by ny initial assumption in,
(2). Peters' princinle says that, for ¢ach presupposition of B, “If A then
B" presupposes.a condivional with that :rasupsosition as the consequent and
the logical form A as the antecedent. 'r wdlditisan, “If A then B has all
of the presuppositions of A. [ realize now that some of the complexity in
(4a) comes from trying to state the principle in sach a way that (2) holds.
If this is not worth doing, Peters' way of fornmilating the rule is superior
to mine. However, in the following 1 will arguc that we can just as well
do.without any cxplxclt projection method at all, hence the choice is not:
crucial.

It appearq to me thdt the only Lontrxhutlon too mikes to the meaning of
a sentence is that it introduces a presupposition whose form depends on
the sentence as a whole and the particular constituent too focuses on, If
this is so, there is no reason to assume that too is represented in the
logical form of the sentence. As far as the truth conditions are concerned,
"Nixon is guilty too” seems ecquivalent tq "Nixon is guilty, therefore, it
is possible to assign the same logical form to them. The 'samé point has
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been raiscd in Lakoff & Railten (1971) with regard to two-wuy implicative
verbs, such as manage, whose only function also -seems to be to bring in a
Ercsuppositng: ) -

In simple cd¥es, incrementing a-context consists of adding one more logi-
cal form to it. [f the context entails the negation of what is7to be added
to it, as in counterfactual conditionals, other changes ard necded as ‘well
to keep the resulting sct consistent. This is a ditfticalt problem; see
Lewis (1973) for a general discussion of countertuctuals.

5 3t is possible that the principle for disjunctions, and perhaps that for
conjunctions as well, should bhe symmetric. This depends on how we want to
deal with sentences like "Either all of Jack's letters have been neld up,
‘or he has not written any” (sce Karttunen 1973a, ftn. 111, A symmetric
condition for "or" would read as follows: '

-

X satisfies-the-presuppositions-otf "A or B" if Xwi-Al
satisfies-the-presuppositions-of "B and Mo B}
satisfies-the-presuppositions-of’ "AY.  For "and', substitute AN for
AT and BT for VB

5 The same holds in case we choose Peters’ principle (see ftn. 2} over

(4a). In demonstrating this, what we prove cquivalent to (141 s not (11),

of course, but tnat {TATCY oYy, This equivalence tollows straight-

forwardly from the fact that "TAZCT EY just in case C2Exya. ,

7 Lakoff has pointed out to me that a notion of local context is also

needed for transderivational constraints that mike the well-formedness of

derivations in which a certain transformation has applied dependent on the
context. In compound sentences, it is.the local context these constraints
must rcfer to, not the overall conversational context.

8 One of the mistakes in Karttunen (19734) was. the claim that verbs of

saying and propositional attitude verbs are all "plugs'.

9 Since oydinury negition is a sentential operator of type LI, it also

follows from (19).that a context satisfies-the-presuppositions-of "Nixon

won't stop protecting his aides' just in- case it satisfics-the-presupposi-
“tions-of "Nixon will stop protecting his aides”. This is un important
fact, but there is no need to make it part of the definition of pragmatic
presupposition, as Thomison (1973) does, presumably. for historical rea.ons
because the semanticiotion of presupposition is traditionally-défined in
that way. T : - '

I It is impliCit in this treatment that every individual's beliefs are

considered to be closed under entailment, [ am not sure whether this is

a defect. ‘

L' vfany things can of course go wrong.. First of all, the listener may

refuse to go along with the tacit extension that the speaker appears to

be suggesting. In case of the classical example: “Ifave vou already stopped

beating your wife?' he may have a .ood rcason to balk. The listener may

also be unable to comprehend what tacit extension of the cyrrent context
the speaker has in mind. Some types of presupposition are especially un-
suited for conveving anything indirectly. For example, "ixon is guilty
too'\is not a good vehicle for suggesting that Agnew is gullty, although
the presuppositions of the sentence are satisfied in all contexts where
the latter is the case. Finally, the listener may cxtend the context in |
-some wayiother than what was: intended by the speaker. To whit extent we
actually can and do.make use of such shortcuts depends on pragmatic con-
siderations that go beyond thc presuppositions themselves.

Note also that there are certain expressions in current American

English that are almost exclusively uséd to convey matters indirectly,

hence .it is a moot question whether there is anything indirect about them
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" any more. Onc is likelw never to hear "Don't you realize . it's past ‘your

bedtime" in a context cntailing that the addressee ought to be in bed.
a9 . . PN . . . .

12 1 owe this example to an oftficial MIT bulletin about the spring 1973
commencement.
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B . ~

The paper that [ read in Austin in the spring of 1973 (Thomason 1973)
attempts to lay the foundations of a pragmatic theory able to deal with
notions like implicature and presupposition. It was tentative and, in sev-
eral important respects, unsuccesstul. Though I'm-still willing to dis-
tribute it privately, I'd be emtarrased to see it in print. In the present

‘note I set mysclt the lighter task of describing the conditions that [ feel

such a theory must meet. Pointing the way is always casier than going the
distance, )

[ believe it's useful to divide the study of languages u? into Charles
Morris' three divisions: syntax, semantics, and pragmatics. Work sub-
sequent to Morris' writing has greatly developed the theories of svntax and
semantics, though much of this work has taken place in isolated disciplines--
a turn of events that Morris would have deplored. Recently, however, many
linguists and logiciand have hecome intercsted in unified theories of the
syntax and scmantics ot natural language.

There is still a yreat deal of room for dltO[nlthC dpprOJgth o thlS
program. Coming to it as [ do, from the logical side, I tend to be more con-.
servittive in my approach to thc autonomy of syntax than many linguists.~
Within limits (for instance, 1 allow certain arguments from semantic to swvn-
tactic ambiguity), [ would like all syntactic conclusions to be supported- by
syntactic arguments.

Synptax should be generative, and can take many Jdifferent forms; the one
that [ have been working on is due to Richard Montague. Semantics should be
model theoretic. It involves the characterization of model structures, which
represent the subject matter of the language under investigation, or at least
those features of this subject matter that arce needed to account, for semantic
relations like truth and denotation. Given such a structure, scmantic theory
must stipulate (1) what types of semantic values in the structure iare asso-
ciated with each syntactic LdtCLOr\ of the language, and (2) how semantic
values are dctelmnncd for each analyzed expression of the language, 3 given an
assignment of appropriate semantic values to lexical expressions. The second
task.i= performed by laying down semantic rules showing how each syntactic

rule of the language affects semantic interpretation.® In other words, it

amounts to c¢xplaining how mcnnxng\ of \\ntlLth gOmplC\U\ will depcnd on the
meanings of their parts. .

Two points. First, the "meanings™ that are involved here are literal
ones. The semuantic valuc of a scntence, for instance, will be some sort of = ==

*This rcchrch was supported by the National Science Foundation under

Grant GS- 40698
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representation of the conditions under which' it is true, when construed lit-

erally and legalistically. Even though somcthing is often (or cven always)

read into a sentence when it is used (as it is usually read into a use of

Someone dented my fender that the person who did the denting was not ‘the

speaker), this need not be built intu its semantic interpretation. Sccond,

a methodological point: the proper medium for both syntactic and semantic

theory is mathematics. Of course, we're dealing with applied mathematics,

and syntactic and semantic inquiry will be oriented toward the data. The

employment and interpretation of data can preoccupy researchers in both fields.

But the standards of rigor are not those that apply in, say, literary crit-

icism. If a theory is presented so vaguely that it isn't clear how to make

it mathematically precise, it's appropriate to ask how this can be donc.

And if no answer is forthcoming, the theory is in trouble.

The status of pragmatics is much less clear; if such a discipline exists
at all, it is very undeveloped. The point [ want to make, I suppose, is
that this is unfortunate from the viewpoint of practitioners of syntax and
semantics. To this I'll adu somec suggestions reclating to the foundations
of pragmatics. In particular, let me begin by proposing that--at least for
the moment --pragmatics should concentrate on implicature,® the process
whereby meanings are 'read into' utterances.

Though "pragmatics' is a fairly vague word, it's clear enough that this
subject matter should be included under it. [Implicature has to Jdo with the
interpretation that language users. give to signs when they are used in
communication. Scwveral circumstances make this a particularly appropriate
subject matter far contemparary pragmatics. First, Grice's work provides
the starting point that is essential for any applied theory. It provides
us with an organized view of a body of data, and with tools for classifying
and interpreting iT. Second, current work in syvntax and semantics needs a

: theory in order to stand in a comfortable relation to evidence.

Suppose, to take only one type of example, that a sentence is judged
anomalous. Its anomaly may be evident, but the proper interpretation of
this fact will in general be a more complicated matter. Often the data it-
self will give us no way of telling whether, for instance, the anomaly is
syntactic or semantic, and the best explanation is the one that is easiest--
the one that leads to the simplest combined theory. And as long as the
anomaly is explained in one place or the other, there has been no evasion of
the duty to explain it. On the other hand, it would be less satisfactory to
pass the explanation on to a discipline that isn't well enough developed so
that its theories are clearly compatible with some evidence and incompatible
with other. This is the trouble with pragmatics. FEven if the phenomenon in
question were best dealt with at the pragmatic level--a syntactic or semantic
explanation would be much messier--there is as yet no way to separate this
case from the onc where it has simply been discarded, labeled "pragmatic"
because it is recalcitrant. In other words, no way of keeping honest.

Now, this is not a serious problem as long as there aren't many cases
where the absease of a pragmatic explanation is hurting syntax and semantics.’
But. I suspect that there are many more such cases than you would think. Pre-
supposition is one, but since people are becoming aware of the relevance of
Grice's work to this topic, I will mention some others.

One is the notion of topic. A number of transformations (passivization,
~for—e - and=topicalization) change.the topic of a sentence;
the dinner is likely to be about John, The dinner was cooked by John
the dinner. But the semantic theory will be greatly simplified if such
transformations leave semantic interpretation unchanged. A possible solution,
acceptable to those who reject the autonomy of syntax, would be to build some
representation of topic into deep structures. This only postpones the real
semantic problem, however, which concerns the model theoretic representation

-
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of ‘topic. If deep structures differing!as to topic are alike-in model theo-
retic representation, they are synonymous, and the motive for introducing
them is undermined. But if. they differ{, the model theory must be adjusted
to account for the difference. [ see np reasonable way to do this using
available techniqucs this is not the kind of problem they are designed to
handle.- If you take seriously the logi¢al part of the program 1 sketched
earlier, .this should strike you as a redl.dilemma.

The problem could be solved by assigping topic to the pragmatic com-
ponent. Some theory would be required of topic as-a feature of contexts of
utterance; this would be determined by such things as previous discourse
and the participants' mutual understandiny of what is interesting to each
other and pertinent to the purposes of thd comversation. The dinner was
cooked by John would then have the same triyth conditions (and hence, the
same semantic representation) as John cooked the dinner, but its use would
be inappropriate in contexts in which Jphn,\ng not the dinner, is the topic.

Th

This would then explain, for example, the anohaly.of John is late getting
here because the dinner was cooked by him. can only be made to sound
decent by 1magxn1ng that the dinner is a topic §f\conversation as well as
John. I find such an account of topic so natural that the inability of“model
theory to deal with.it seems welcome. It forces us to seek an €Xplanation in
conditions of use, which all along was the inevitable place to look.

Briefly, now, a few other 1rstances in whxch a pragmatic theory mxght
help to simplify syntax and semantig

(1) clefting: we“can say thdt What John ate was beans has the same
semantic interpretation as John ate beans, but is assertable only in contexts
where it is understood that John ate something.

(2) nonrestrictive relative clauses and parentheticals: John, who was
hungry, ate beans and John, I believe, ate beans could both be derived by
transformations from- the same source as John ate beans. We can say that these
sentences are all alike in their truth conditions (not as implausible a con-
clusion as it may seem at first), but that the first 1mp11cates that John was"
hungry, while the second implicates that the speaker 1s not sure of his
evidence. ~ .

(3) demonstrative determiners: phrases like this elephant can be treated
aé\ﬁaving the same semantiETRhnquL?s this. Though reference to an elephant
is implicated by an utterance using~this elephant, it will not be part of the
semantic interpretation of this elephants_Among other things, such a theory -

- explains why This elephant is not clean doesn't have a“reading equivalent to
Either this Is not an elephant or this is not clean.
(4) constraints of "nonidentity" on the deletion of noun phrases In
certain transformations: to take Rosenbaum's example,’ such constraints
" would explain the anomaly of I said for me to go. . Now, constraints on iden-
tity of noun phrases can be stated syn:acticallg in terms of indices tHat
are attached to noun phrases in deep structure. But. conditions of "non-
identity" cannot, for syntactic identity of index is a necessary, but not a
sufficient, condition of semantic coreference. Note, for example, that John
said for Bill's father to go is just as anomalous as Rosenbaum's example,
©*  in a context where it is understood that John is Bill's father. The kind of
"nonidentity'. that is required here is pragmatic, not syntactic. It-would
be a happy solution to this problem if we could have a theory stating that
«. .utteranges-of. the.form a_said. for b to go 1mpllcatesrthat a'xsTnot_the same
as b.

What I've sald so far creates a certain amount of tensxon I've tried
to show there is a real need for a pragmatic theory of 1mp11cature!lbut
continuity of method between syntax, semantics, and pragmatics requires a
form for the theory of implicature that is not met by existing work in the
area. And maybe there is reason to be skeptical about whether it can be met
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or not. -
Perhaps the tension can best be brought out by contrasting Morris' con-
ception of pragmatics with Montague's, in Montague (1974). Morris viewed

pragmatics as belonglng‘to sciences such as biology, psychology, and sociology.
Presumably it would use the methods cirrent in these sciences and would deal
generally with top1cs involving the velationships of sign- producing and sign-
Ainterpreting organisms to signs. Montague, however, viewed prugmatics as a
branch of applied mathematics; in form his pragmatics is hardly distinguish-
able from model theoretic semantics. In content, he viewed it as dealing
with indexical (deictic, demonstrative) constructions. Morris' account is
what one would expect, given the content of pragmatics. Montague's much
narrower account (so narrow that it isn't clear to me whether it ought even
to be called "pragmatics') rcprcsents the best that has been accomplished
—__under the condition that a propﬁr theory must be capable of being made math-
“ematically precise.
Given ‘the- preseat state of the biological and social sciences, I see little
hope that their application can hclp to develop a useful theory of implica-
ture. (I mean, of course, "useful in the present context': useful in ex-
plaining the kinds of examples that must be explained in order to maintain-
a proper balance between syntax, semantics, and pragmatics.) - Also, [ agree
with Montague that the gains that have resulted from conceiving of syntax
and semantics as mathematical sciences justify us in requiring the same oP~
pragmatics.
My problem, then, is to develop a mathematical model of language use that
will permit the explanation of a reasonable portion of Grige's phenomena.
This is what I tried to do in Thomason Z3). The model th which T still
accept in many respects, begins with Montague's notion of a context of utter-
ance. A context of utterance is a structure in reclation to which sentences
are assigned semantic values. Montague thought of contexts of uttecrance as ~
containing only the information reguired to interpret indexicals; in a lan-
guage whose only indexicals were I and now, for instance, a context of utter-
ance would consist of a person and a time. Following a suggestion of Stalnaker's
(1972) 'and (1973), I proposed that what is mutuiilly understood, or presumed,
be built into contexts of utterance.® To be more specific, part of each con-
text of utterance is a set of possible worlds; a sentence is presumed true
relative to a context if the sentence is truc in ecach of these worlds. [Pos-
sible worlds belaong to the underlying semantic theory; see, for example,
Lewis (1972) and the introduction to Thomason (1974).] I also introduced a
relation of acceptability between sentences and context of utterance. This
notion would be defined in part through lexical conditions (such a lexical
condition, on this, would ensurc that a sentence using this elephant is
acceptable only in contexts of utterance where the phrase is presumed to
name an elephant), and in part through general principles corresponding to
Grice's maxims (e.g., a sentence should not say less than is required by the
context). The fact that wh.+t John ate yesterday was beans implicates John
ate something yesterday is * n explw#ined by showing that the former sentence
is unacceptable in all contc.ts in which the latter is not presumed true.
When I wrote the paper, it scemed to me that the chief problems in
developing this model would come in fleshing out the notion of acceptability. -~
1 felt--and still feel--that onec can go quite far in explaining Grice's
"conventional implicatures' by means of lexical constraints on acceptability,
“but that the "conversational implicaturc¥’'are more difficult. Difficulties
come up in explaining them that purallcl problems logicians have bcen unable
to solve. Sinc¢e writing it, however, I've come to believe that the role
played by presumption in the theory represents an untenable oversimplification,
and I've not yet succeeded in rcplau1ng it with anything that svems satis-

factory. ,
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An account of implicature, then, would make possiblp a much simpler
syntax and semantics than we vould ofherwise be content with. But to be
usable, this account must be a theory. As yet, there is no- such theory,
though some suggestions have been made that might prove useful in developing

one. o
FOOTNOTES - g
! Sce Morris (1938). The philosophical stvie and the conception of semantic

theory are out of date, but [ think most logicians would still agree with
the general orientation. ’

It doesn't make much sense to speak of autonomous svntax in logic, where
syntax is artificial. But logicians are used to the idea that the construc-
tion of syntactic systems should precede semantic interpretation, so that
semantic notions such as reference, truth, and validity can't enter into
the definition of svntactic structures., They are also used to glving semantic
(i.e., model theoretic) explanations of things like synonymy, rather than
syntactic explanations involving“the notion of deep structure. These habits
may help to explain sympathy for the autonomy of syntax. . )

An analyzed expression is an expression together with a syntactic analysis
showing how it is constructed by means of syintactic wules.

For a ‘transformational swvmtax with meaning preserving -transformations,
‘the nontrivial part of this task will concern the phrase -structure rules.

For further explanations of this approach to semantics, see the intro-
duction to Thomason (1974), uand Lewis (1972y.

The term "implicature” is duc to Grice (1967).

7 See, for instance, Rosenbaum (1967}, p. 68, and Perlmutter (1970) .

Following Montague, I would prefer to attach these indices only to
pronominal forms and have a rule of quantification that combines c.g.,
revery woman with Hey seeks a unicorn that loves him2 to yield Every woman
seeks a unicorn that loves her. This simplifies the task of semantic inter-

\brctation. But the indices can be attached to noun phrases, as leng as it
is understood that the interpretation of Every politicjan, hates every
politician, is that every politician hates himself. The surface form gvery
politician hates every politician should be derived from forms such as Every

litician) hates overy poiiticiany,

Stalnaker uses "presupposes’ to speak of what is mutually understood in a
context of utterance. [ changed this in order to reserve ''presuppose" for
a relation between sentences. ’ '
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