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Abstract: Psychological disorders are generally assessed by screening, behavioral
features shown by the human. This challenges its accurate differential diagnosis
and, is also error-prone when there are improper, insufficient clinical data and lack
of clinical expertise. Thus, neural network based assistances in predicting and as-
sessing psychological disorders have gained much interest. Childhood autism is
a Neuro-psychiatric developmental disorder that impairs mainly three functional
areas in a child: social, communication and behavior. This article demonstrates
the application of a Possibilistic-Linear Vector Quantization ‘Po-LVQ’ neural net-
work for the preliminary screening and grading of childhood autistic disorder. The
diagnostic system assesses the grades as: ‘Normal’, ‘Mild-Moderate’, ‘Moderate-
Severe’, ‘Severe’. It is able to perform with an improved overall accuracy of 95%
exactly agreeing to the diagnostic criteria. Results of other performance param-
eters are also good enough to support the existing works about the applicability
of neural network in autism diagnosis. Hence this research proposes a Po-LVQ
based assessment support system for the diagnostic confirmation in grading child-
hood autism, during uncertain diagnosis due to lack of expertise. This helps to
reduce the frustration and lengthy delays experiencing to parents before obtaining
an accurate diagnostic result.
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1. Introduction

A computerized evidence based decision assist system enhances the quality and
efficiency in clinical decision making through diagnostic assistances. These sys-
tems are designed to support or confirm clinical decisions rather than making the
decisions for the user [5]. Many times a patient data is imprecise, uncertain and
vague due to incomplete patient history or unnoticed symptoms. The theoretical

∗Kanimozhiselvi C.S., Department of Computer Science and Engineering, KONGU Engineer-
ing College, Perundurai, Tamilnadu, India, Email: kanimozhi@kongu.ac.in
†Anju Pratap – Corresponding author, Department of Computer Science and Engineering,

SAINTGITS College of Engineering, Kottayam, Kerala, India, Email: anjuprathap@gmail.com

c©CTU FTS 2016 253



Neural Network World 3/2016, 253–269

knowledge in the symptom disease relationship and a vague patient data increases
uncertainty in the diagnostic process.

From the clinical expertise, a diagnostician reasons logically and infer correctly
before deciding or confirming a disease. A clinical diagnosis with lack of expertise
will be inaccurate and uncertain. Thus the possibility of a misdiagnosis with either
large volume or lack of functional data increases the difficulty in a correct diagnosis.
Currently disease specific decision support systems are thus used to enhance the
medical decision making procedure.

Artificial intelligence solves complex problems by simulating natural intelligence
through reasoning from historical problems and their solutions. Machine learning
is a growing discipline in the field of artificial intelligence, in which a computer
machine can learn automatically based on a set of data and make decisions by
recognizing complex patterns based on the data [1, 19]. Machine learning systems
built using medical AI programs can help the healthcare workers in assisting tasks
that depend on data and knowledge manipulation. Medical AI programs do dif-
ferent clinical tasks like diagnostic assistance. A diagnostic system can support or
confirm a likely diagnosis by using the available patient data. Clinical assistance
programs have the property of learning from case histories that are used for manual
investigation. A medical diagnosis depends on the theory of anatomy, physiology,
and also on the previous case histories and practical experience with other patients
and its treatments. Thus, a machine learning model record diagnostic cases along
with its salient features and solutions for building case bases to simulate human
expertise. Then a similarity based mapping is applied between experience and the
present situation.

The discipline of clinical psychology deals with mental health of human. The
mental health data are generally uncertain by nature and the intensity of disorder
may manifest differently in patients depending upon the degree of symptom present.
Psychological disorders are mostly assessed by observing the qualitative behavioral
features in a human. A clinical expertise is very important for the differential
grading of a psychological disorder, which is comparatively difficult than diagnosing
a disease. The computerized diagnostic assist system helps to solve any real world
diagnosis problem through artificial reasoning, and have gained interest in clinical
and nursing practices [6, 9].

1.1 Childhood autism

Autism, which manifests in childhood, is a long term pervasive developmental dis-
order with persistent difficulties or disabilities in communication, social interaction
and behavior, hence considered as a developmental disability or disorder. The
prevalence of autism estimates that 1 in 150 children are affected by it and is three
to four times likely to affect boys than girls. It shows that autism is one of the
fastest growing psychological and developmental disorders in this world.

Even though childhood autism is not completely curable by medical treatments,
early intervention makes a significant difference that increases the outcome. One
of the facts about childhood autism is that, disability is not fully visible and the
child looks like anybody without a physical disability, but with an inconsistent
development. Moreover, autistic symptoms express itself in a wide variety with
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3 grades: Mild, Moderate and Severe. The invisible nature of the disorder with
inconsistent development, make an accurate diagnosis harder and usually confirm
the disorder on the basis of an assessment or second opinion. Children with autism
can act differently with different grades. Hence, clinical expertise is very important
for an accurate diagnosis and assessment for a prognosis of the disorder. In this
real world, the process of clinical decision making with an inexperienced or fatigued
clinician may have risks. The child’s age has a direct relation with the behavioral
features. An insufficient oxygen supply during birth increases the possibility of the
disorder. However, its diagnosis immediately after birth is very difficult.

A questionnaire based categorization of the disorder has been practiced con-
ventionally. A clinical psychologist collects the child’s behavior through periodical
direct observation and parental interview. These autistic behaviors are explained in
assessment tools like Childhood Autism Rating Scale (CARS), Childhood Autism
checklist for Toddlers (CHAT) etc. A tool calculates the total score attained by a
child and grades the disorder accordingly. The grades range from Normal, Mild-
Moderate, Moderate-Severe and Severe. Generally, the total score is considered as
an index to autism and to determine the requirement of remediation. Since the
disorder mainly affects the effective communication and social behavior in a child,
speech and psycho pathologists are involved in the non-medical (therapies) treat-
ment procedures in order to alleviate the associated. Any defect or delays in the
maturation of motor skills are likewise treated with the aid of a physiotherapist
while, co-existing neurological problems like brain seizers should also be diagnosed
and treated with medical procedures.

1.2 Need of an assist system

The accurate screening and assessing the severity of autism is a challenging task
in the medical world. The onset of the disorder in very early age, its lack of
awareness, un-noticed symptoms, its similarity with other neurological disorders
etc. are the major factors that makes its diagnosis hard. Many high functioning
autism cases go unnoticed in the society [24]. An early screening, assessment, right
remediation and therapy sessions help the child to cope up with the social life fast.
Therefore, screening and placing the disorder by an experienced clinician is highly
needed for getting solutions for an affected child. But yet an expert clinician may
experience uncertainty during an early diagnosis. Similarly, inappropriate screening
and grading may result in ‘diagnostic overshadowing’ or an under-diagnosis [16].

In literature, there was a survey report about diagnosis over 1200 patients in
London, and the parents expressed their practical challenges like lengthy delays
before receiving a correct diagnosis and assessment [13]. In most cases, the di-
agnosticians go for another opinion for a diagnostic confirmation, the reason that
makes the parents frustrating [10]. This lack of clinical expertise is an addressed
problem. In addition to this, the symptomatic nature of autism also supports to
the need of an assist system, comprises of experience and knowledge of a clinician,
which can improve the strength of existing diagnostic procedure. It can confirm
the assessment decisions of clinicians and can also utilize it for a diagnostic confir-
mation.
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1.3 Artificial neural networks

Artificial Neural Network (ANN) is an artificial intelligence based soft computing
paradigm which models, both simple and complex systems by finding the invis-
ible and non-linear relationships between input-output data. It is able to solve
problems in prediction or forecasting, pattern recognition, classification or discrim-
ination like human beings with acceptable accuracy. Hence it has gained much
interest recently and widely applied to solve decision making problems. ANNs are
structured like interconnected, weighted input-output units arranged in layers. It
learns and stores the knowledge regarding a complex system directly from the data,
by adjusting weights through a process of learning or training. Thus a learnt model
is capable of generalizing unseen inputs, and forms relationship between inputs or
between input and output, through learning from examples [8]. ANN Systems
are tolerant and flexible towards missing, noisy and incomplete data. Moreover,
they do not make any prior assumptions about data or attribute distribution and
can be applied when the relationship between attributes are unknown [18]. ANNs
are non-parametric and does not make any assumptions about the distributions
of the associated data. It processes information in a complex non-linear fashion
and are excellent for the typical types of data collected with rating scales. Like-
wise, the process of learning and generalization in ANN is analogous to a clinical
decision making process where, clinicians learnt about a disorder by examining
different cases and expresses expertise through diagnosing new cases[19]. Hence,
these properties make them to widely apply in modeling, medical diagnosis prob-
lem, such that the models can support or assist doctors with their diagnosis by
using the reported symptoms.

1.3.1 Linear Vector Quantization neural network

Learning Vector Quantization ‘LVQ’ is a prototype based supervised, competi-
tive learning paradigm with data clustering technique in order to pre-process the
dataset for obtaining cluster centers [18]. Data classification is established through
a comparison on prototype vectors with labeled samples, which are seen during
the preparation procedure. These prototypes represent typical data in the feature
space and similarities between data are computed using similarity metrics. This
similarity is too mentioned to as a quantization variation. Grounded on this sim-
ilarity the closest prototype is updated, following the Winner-Takes-All (WTA)
scheme. Then the production units are positioned and to approximate the deci-
sion surfaces. The net classifies an input by assigning it to the same division as
the output unit that throws its weight vector closest to the input vector. Thus
the LVQ network is having a layered architecture with two layers: a Competitive
Layer and a Linear Layer. The competitive layer learns to classify the inputs by
calculating the similarity between input vectors, to create subclasses. Then linear
layer transforms these to user defined target classes.
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2. Literature review

There are recent studies on the application of artificial intelligence techniques in
autism diagnosis. But researchers have taken up a different data collection and as-
sessment methods for modeling the techniques, due to the unavailability of standard
dataset. In psychological literature, the application of ANN in autism diagnosis
has become a topic of interest [3, 18]. The utility of neural networks in assisting
the classification of autism has explored in early 1990’s. A Feed Forward Back
Propagation neural network that trained on 138 data, obtained from an autism
assessment instrument called Autism Behavior interview was one among them [8].
In comparison with the traditional discriminant function analysis, neural networks
performed superior with the classification ability on 92% vs. 85% basis during gen-
eralization testing. The criteria for autism diagnosis were also tested by building
neural network models using 454 autism cases and 523 non-autistic cases. In a
sample of 976 consecutive cases derived from the recent world-wide Field Trial of
Autism and other Pervasive Developmental Disorders, we tested the accuracy of
the 15 ICD-10 criteria for the diagnosis of Autism, by comparing neural network
models (NN) to more conventional multivariate competitors, namely, linear and
quadratic discriminant function analysis and logistic regression. NNs were less ac-
curate than competitors, both in terms of cross-validation results as well as in levels
of shrinkage from training to test conditions [7]. The clinical research implications
of these results are discussed [18].

Research has also aimed to maximize the cost effectiveness with easy to use
models for supporting the clinical practitioners in diagnosing the disorder. For
this, a fuzzy input based feed forward back propagation neural network was built
using 40 samples; collected using a 6 items based checklist [3]. Thus, studies sup-
ported that neuro-fuzzy models would act as a supportive tool for medical prac-
titioners with 85-90% accuracy. But the implemented neuro-fuzzy model screens
only the presence of the disorder, and could not be used for grading the disor-
der [18]. Progressively a hybrid artificial neural network model like DIAGADHD
was also implemented using 165 samples for the diagnosis of Attention Deficit Hy-
peractive Disorder (ADHD) [4]. The results of a hybrid: Self Organizing Feature
Map (SOM) neural network and Radial Basis Function (RBF) neural network have
better accuracy than an individual back propagation algorithm [18].

The application of neural networks as an independent second opinion for autism
diagnosis has been suggested in early 1990’s [10]. A comparative study between
Multilayer Perceptron (MLP) neural network and Logistic Regression technique
strongly supported that neural networks are the best classifiers for this diagnostic
problem [18]. The network was trained with 638 samples assessed using the De-
velopmental Behavior Checklist (DBC). An accuracy of 80% was obtained during
generalization testing.

Later, around 2006 another MLP was applied as a diagnostic assist in confirming
the Learning Disability disorder [25]. A validation result of 89.74% for ANN shows
that it can be used for diagnostic and screening tests. ANN classifiers like wavelet-
chaos-neural networks are classified approximately 90% for processing EEG data
and, for distinguishing patterns of speech and non – speech sound discrimination
in autism [2, 18, 26].
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There are studies and examples that support the ability of Fuzzy Cognitive
Maps (FCM) in modeling complex systems for supporting decision making. Hence,
researchers have applied the use of other artificial intelligence techniques like FCM
for developing assist systems. It exploits the expertise by merging neural network
and fuzzy logic methodologies. There was a research proposal based on the need
for a methodology in assisting a speech therapist for the diagnosis of specific lan-
guage impairments. An FCM model facilitated the differential diagnosis of Specific
Language Impairment (SLI) from similar neurological disorders like autism and
dyslexia [11]. The effectiveness of this FCM model was validated with four cases
from the reported literature: two cases of SLI, a case of dyslexia and another case
of autism. The experimental result agreed with the published results from the
literature [18].

Certain classification results of FCM are overwhelmed by introducing non-linear
Hebbian learning in the FCM. A set of 40 samples assessed using the Modified
Checklist for Autism in Toddlers (MCHAT) was used for training an FCM Non-
linear Hebbian Learning (NHL) [14]. The model assisted with an average classifi-
cation accuracy of 79.9%, proposing its use as a guide in determining and planning
therapies for autistic children. The performance of the same proposed FCM has
again enhanced using FCM ensembles designed by using bagging and boosting
methods [17]. The classification results support that the ensemble approach has a
stable learning than a single non-linear Hebbian learning method.

Other machine learning techniques like clustering and classification have also
applied for identifying the sub-types of Autism Spectrum Disorder [12]. Based on
Autism Research Institute’s (ARI) E2 survey consisting of 150 questions, samples
are preprocessed using clustering algorithms like Expectation Maximization and
Minimum Message Length algorithms [18]. The resulting clusters are classified us-
ing a JRip classification algorithm. Research studies have shown that associative
classification mining techniques can also be applied to find the behavior pattern
association in order to separate the autism disorder from Pervasive Developmental
Disorder [22]. A dataset of 140 records collected by using a checklist for Behavior
Test Assessment containing 32 criteria are pre-processed, and classification based
on association has applied to predict accurate classes. The diagnostic results sup-
ported that Classification Based Association can be used for developing automated
tools to assist clinicians in the diagnosis process.

An internet based expert system framework for the screening of autistic children
has also proposed. The tool is named as a Delay Screener (DS) for evaluating de-
velopmental delays in a child [24]. This knowledge based screener not only helps to
detect pervasive and socially developmental disorders, but also gives valuable train-
ing for children. Another expert system named PCADEX [21]-Pakistan Childhood
Autism Diagnostic Expert System, which diagnosis autism based on autistic symp-
toms has also been developed. Its inference engine reasons from these rules and
facts depending on the user’s input, for making an optimum diagnostic decision.
The rules are designed using the Autism Treatment Evaluation Checklist (ATEC)
assessment instrument, a questionnaire containing 77 items. This system screens
the presence of autism and classifies the level of the subject if autism present.
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3. Data collection and preparation

The collection of primary clinical data was somewhat challenging due to the so-
cial stigma and the parent’s hesitation in recording the assessment data. This is
the primary reason for the unavailability of any benchmark dataset. Hence the
previous researchers have also collected autism assessment data available to their
locality. In the first phase of data collection, knowledge is gathered by screening
the common symptoms in childhood autism, group elicitation with domain experts
and direct observation of autistic children from clinics. Childhood Autism Rating
Scale (CARS) based psychological data is collected for study and implementation.
CARS is one of the best validated instrument for diagnosis of childhood autism
[21]. It is made up of 15 scales indicating various autistic features as shown in
Tab. I [18].

Sl. No Descriptor Symptoms of childhood autism

1 RP Impairment to Human Relations
2 IM Imitation
3 ER Inappropriate Affect
4 BU Bizarre Use of body movements
5 OU Peculiarities in relating to Non-Human Objects
6 AC Resistance to environmental change
7 VR Peculiarities in visual responsiveness
8 LR Peculiarities in auditory responsiveness
9 TR Near Receptive Responsiveness
10 FR Anxiety reaction
11 VC Verbal Communication
12 NC Non-verbal Communication
13 AL Activity Level
14 IL Intellectual Functioning
15 GN General Impressions

Tab. I CARS description.

Each descriptor is scaled with four items according to its level of severity and
a scoring is used that ranges from Normal to Severely Abnormal as:

• 1 – Normal, shows that the child had never shown a problem,

• 2 – Mildly Abnormal, which means minimally impaired,

• 3 – Moderately Abnormal, which shows the child has significant impairment,

• 4 – Severely abnormal, which means a skill is almost nil.

• Midpoint scores like 1.5, 2.5 and 3.5 can be given if the feature appears
in between the adjacent scores. The total score is calculated by adding up
the individual scores of 15 items and, is classified in certain predetermined
categories that represent the severity of autism. The total score possibly be
ranged between 15 and 60 [18].
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In the second stage, secondary CARS data have been collected for building
the dataset. Thus, assessment data on 114 real world samples are collected from
different clinics where 100 of them are collected initially, to build and test the
applicability of the proposed technique. Each case record is labeled as: Normal,
Mild-Moderate, Moderate-Severe and Severe, and the grade distribution is as rep-
resented in the Fig. 1 [18].

Fig. 1 Distribution of data in dataset.

Finally 14 new samples were collected later from a different clinic in order to
test the generalization ability.

3.1 Preparation of input to the neurons

The assessment data is prepared and stored in Microsoft excel format for modeling
the proposed method. The instances and descriptors are represented in rows and
columns respectively. All identifying information is removed for protecting the
children’s and clinic’s anonymity. The descriptor values are checked for valid ranges
and invalid data are treated as missing attributes. Then missing data are identified
and replaced with average values.

Thus the schema of the dataset was as a 100 × 17 matrix: 100 records, 16
descriptors and 1 autistic grade. Some statistical properties of the original data
set are shown in Tab I.I in appendix [18]. Each record is diagnosed either as:
Normal, Mild-Moderate, Moderate-Severe or Severe. There data distribution in
the collected set is: 10 Normal cases, 48 Mild-Moderate, 23 Moderate-Severe and
19 Severe autistic cases.

4. The possibilistic LVQ model

The Possibilistic LVQ, otherwise represented as Po-LVQ, outputs the possibility of
all the classes rather than giving a crisp output as the general LVQ neural network
gives. By considering the possibility of adjacent classes, Po-LVQ is able to diagnose
with better accuracy than general LVQ. For example, an input case with a total
score of 30 is considered as ‘Mild-Moderate’ as per the diagnostic criteria. But the
Po-LVQ calculates the possibilities of that case being ‘Normal’, ‘Mild-Moderate’
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and ‘Moderate-Severe’, and then supports the class having maximum possibility.
Suppose the next highest possible class is ‘Normal’, then it shows that the case will
be able to improve after therapy sessions or it can be a false positive. Instead, if
the next highest possible class is ‘Moderate-Severe’ then the strength of symptoms
strongly supports the degree of severity of the disorder even though the total score
is in borderline Mild.

Fig. 2 Design of LV Q.

The design of the LVQ specific to the problem is as shown in Fig. 2 [18]. The
input layer consists of 16 input neurons, which takes the 15 CARS descriptor values
along with its total score, of a case record.

These 16 neurons represent the reception of an input vector s where si is the
score of i-th descriptor. The competitive layer learns the correlation between s and
assigns them to C prototypes in that stratum. Then, the linear layer transforms
the prototypes into user defined classes or grades ‘G’ [18]. The process flowchart
of Po-LVQ is shown in Fig. 3.

The possibility or belief of each neuron is computed by calculating the distance
of the training sample si from each neuron Cj in the competitive layer, and then
the maximum possibility neuron is declared as the winner. See Algorithm 1 for
belief calculation [20]. The winning neuron moves towards the training sample in
the rate of +α if it is in the same class of the input, else repulses from the training
sample in the rate of −α. Hence the symptom space is split to C subclasses which
in turn are connected, to form G grades according to the target label in the training
sample [18]. A codebook is constructed for each class using the symptom vector
‘s’ of case histories. While diagnosing, the ‘m’ possibility of a test record with the
set of codebook is calculated. The codebook that provides the highest possibility
is considered as the grade on the test record.
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Fig. 3 Process Flowchart of Po-LVQ.

Algorithm 1 Belief compute ()

Input: a training sample si
Output: belief attained by each neuron for si

1. Calculate the Euclidean distance dj between the input and the neuron j
in the competitive layer.

2. Add dj to vector d i.e d = [di . . .dj]

3. Calculate the belief of each neuron by normalizing the distance vector,

a. Find ej = abs(dj − max(d))

b. Sum =
∑4

k=1 ek

c. µ(j) =
ej

Sum

4. The neuron j having maximum belief is considered as the winner.

5. Validation and evaluation

The process of estimating performance, generalization ability and effectiveness of
a model is referred to as its validation and testing. The Po-LVQ is validated using
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both internal and external methods. Internal validation uses a copy of the training
samples for testing, where external validation considers only new testing samples.
Fundamental evaluation metrics of a classifier are formulated from a table or matrix
called confusion matrix. A confusion matrix is a performance vector with ground
truth as rows and classification results as columns.

5.1 Evaluation metrics used

The selected 10 evaluation metrics [18] for assessing the performance of the pro-
posed Po-LVQ is as follows:

1. Overall Accuracy is the total number of correctly graded records divided by
the total number of test records, which shows the effectiveness of the classifier
used.

2. Average Accuracy-It is the fraction of correctly classified records in each grade
divided by the total number of records in each grade.

3. Average Reliability - It is the fraction of correctly classified records with
regard to all records graded, as this grade in the test data.

4. Sensitivity is a measure of accuracy of autistic cases in the data set, i.e. how
many of autistic cases are graded correctly. To multiclass problem, it refers
to average sensitivity.

5. Specificity is a measure of accuracy of Normal (Non-autistic) cases in the
dataset, i.e. how many of Normal cases are graded correctly

6. Kappa statistic estimates the strength of agreement in diagnosis made be-
tween a clinician and a classifier.

7. Geometric Mean (G-Means) is a metric that indicates the balance between
classification performances on the majority and minority classes.

8. Likelihood Ratio for a negative test result, LR (-) is the ratio between the
probability of predicting an example, as negative when it is actually posi-
tive, and the probability to predict an example as negative when it is truly
negative.

9. Balanced Accuracy is the average of Sensitivity and Specificity and, can be
defined as the average accuracy obtained on either class.

10. Youden’s index γ evaluates the algorithm’s ability to avoid failure [27].

5.2 Observations

Re-substitution testing is a widely accepted and simple internal validation method
when there is a shortage of real world data for estimating the overall accuracy. The
Po-LVQ model diagnoses an input data as one among the four labels as discussed in
the previous section. The confusion matrix for this 4-class problem is represented
as 4 × 4 square matrix, as indicated in the Tab. II.
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Grades Normal Mild-Moderate Moderate-Severe Severe

Normal 10 – – –
Mild-Moderate – 46 2 0

Moderate-Severe – – 22 1
Severe – – 2 17

Tab. II Confusion matrix obtained.

It is noted that all 10 records out of 10 are classified as Normal, 46 out of 48 is
classified as Mild-Moderate and 2 as Moderate-Severe, 22 out of 23 is classified as
Moderate-Severe where 1 as Severe and 2 out of 19 is classified as Moderate-Severe
and 17 as Severe itself. As Po-LVQ uses class labels for its prototype- belief based
learning; it is able to show an overall accuracy up to 95%. The experimental and
comparative results based the evaluation particulars at a learning rate of 0.8 are
as shown in Tab. III [18].

5.2.1 Similarity in assessment

Fig. 4 represents the similarity between the grading of Po-LVQ and the CARS
tool. The x and y axes represent the number of case records and the autism grades
respectively.

Fig. 4 Grading comparison of the proposed model with CARS tool.

5.2.2 Case studies for testing generalization ability

The generalization ability and effectiveness of the proposed model are validated
through external methods, by selecting 14 new case histories from a Homoeo in-
stitute in Kerala, India. The data distributions were: 10 severe, 2 Mild-Moderate
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and 2 Moderate-Severe [18]. Diagnostic results show cent percent agreement with
CARS diagnostic criteria. The Po-LVQ clearly graded the three inputs as per the
diagnostic criteria, supporting its generalization ability.

5.2.3 Balanced dataset

A phenomenon in which classes in a dataset are not distributed uniformly is referred
as class imbalance. One class may have much less training data than remaining
classes. This may occur in real world problems where there is a lack in data
availability like rare diseases.

But learning from an imbalanced dataset may degrade the classification accu-
racy [18]. Hence the performance of Po-LVQ is confirmed with a balanced dataset
prepared using a random under sampling method. This keeps all minority classes
while extracting smaller set of redundant majority classes. A manual random under
sampling is performed for balancing the dataset by selecting 44 samples uniformly.
But the model classified nearly 43 samples out of 44 correctly, thereby achieving a
consistent overall accuracy of 97.72.

5.3 Result analysis and discussion

It is noticed that, Po-LVQ shows an improvement to general LVQ with respect to
the performance particulars. Fig. 5 represents a graphical comparison of the above
two. The result comparison is tabulated in Tab. III.

Particulars Po-LVQ LVQ

Average Accuracy 0.952397979 0.9369
Average reliability 0.947649573 0.948

Sensitivity 0.936530638 0.91
Specificity 1 1

Kappa 0.925948 0.911
Gmeans 0.967745131 0.957
LR(-) 0.063469362 0.084

Bal ACC 0.968265319 0.958
Youden Index 0.936530638 0.916

Tab. III Performance comparison.

A sensitivity of 0.936 suggests that Po-LVQ is good for the diagnostic assessment
test which assesses the severity level of the disorder. Similarly, a specificity of 1
suggests that, it also good for diagnostic screening test that detects the presence or
absence of the disorder. The obtained Kappa coefficient ‘K’ is 0.9259, which shows
that the strength of agreement is very good for the records that are independently
diagnosed using assessment tools and Po-LVQ. For each grade of ground truth
records, on an average 94.7% of grades are graded reliably with regard to all grades
in the test data. The above observations recommend the application of a Po-LVQ
trained with the collected dataset, for grading childhood autistic disorder. Its
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Fig. 5 Performance comparison: Po-LVQ vs. general LVQ.

performance suggests the usage while developing autism assessment systems for
grading childhood autism.

The literature suggests the application of Feed Forward Neural Networks trained
with backpropagation algorithm (MLP) for autism diagnosis and prediction. Lack
of a benchmark dataset has made the use of different dataset in each literature.
This research study also applied a MLP trained with collected samples, for a gen-
eral comparison with LVQ with respect to accuracy [18]. The result is as shown in
Tab. IV. MLP was validated using re-substitution cross validation and split vali-
dation methods. Training cycles were 100 and 500, which shows a better accuracy
in 500.

Grade Actual data LVQ Po-LVQ MLP

N 10 10 10 8
MM 48 46 46 45
MS 23 23 22 19
S 19 15 17 19

Overall Accuracy 100 94 95 91

Tab. IV Po-LVQ vs. other models.

6. Conclusion

Artificial intelligence in medicine consists of, problem solving methods that simulate
expertise and domain knowledge for diagnostic classification of diseases; by devel-
oping assist systems for clinicians that can be used during uncertainty or vagueness
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in medical data. Childhood autism is a Neuro-psychological disorder in which early
intervention may alleviate the associated problems and gives a long term outcome.
Autism assessment is traditionally done by assessment instruments, which classify
and grades a person using a score based methodology. The application of medical
artificial intelligence has become an application and area of research in the psy-
chological field. Medical AI can be applied in diagnostic problems by simulating
experience and embedding medical knowledge. This paper proposed a possibilis-
tic LVQ based screening and grading of childhood autism to four possible grades.
The implementation results are compared with the performance of a general LVQ
and other existing applied models. Based on the result comparison, Po-LVQ based
childhood autism grading is seemed to be better and can be applied to grading
childhood autism while developing an autism assessment support system.
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Appendix

Property Name 1 2 3 4

No. of cases 10 48 23 19
Standard deviation 1.4757 1.078 0.7175 1.9945

Minimum 24.5 29 33 36
Maximum 28.5 32.5 35.5 43

Mean 26.7 30 33.913 38.684

Tab. V Statistics of dataset.
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