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Abstract: The prediction of traffic accident duration is great significant for rapid
disposal of traffic accidents, especially for fast rescue of traffic accidents and re-
moving traffic safety hazards. In this paper, two methods, which are based on
artificial neural network (ANN) and support vector machine (SVM), are adopted
for the accident duration prediction. The proposed method is demonstrated by a
case study using data on approximately 235 accidents that occurred on freeways
located between Dalian and Shenyang, from 2012 to 2014. The mean absolute er-
ror (MAE), the root mean square error (RMSE) and the mean absolute percentage
error (MAPE) are used to evaluate the performances of the two measures. The
conclusions are as follows: Both ANN and SVM models had the ability to predict
traffic accident duration within acceptable limits. The ANN model gets a better re-
sult for long duration incident cases. The comprehensive performance of the SVM
model is better than the ANN model for the traffic accident duration prediction.
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1. Introduction

1.1 Backgrounds

With the increasing of the highway mileage and vehicle quantity, the incidence of
traffic accident also increases in our country these years. The traffic congestion
caused by traffic accidents has brought a series of unfavorable results to people’s
lives. Moreover, this phenomenon is becoming more and more serious, and it has
become a severity societal problem which has attached our attention. When an
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accident happens, timely prediction of its duration is thought as a key role in the
field of traffic controlling, vehicle guidance and casualties curing.

In addition, the incident duration is affected by many factors which are difficult
to predict. Determining and understanding these factors can help the process
of identifying and developing better strategies to reduce incident durations and
alleviate traffic congestion [40]. Freeway incident duration is the time interval from
the occurrence of the incident to the road clear [13]. Incident duration consists of
three stages: reporting, response and clearance time (Fig. 1). It is not only a key
index to estimate incident severity, but also an important factor to determine how
to dispose traffic flow at the site of the incident [9]. In summary, predict incident
duration timely can assist the manager to determine the best emergency rescue
and traffic control strategies, so as to effectively reduce traffic delay and improve
the level of rescue.

Fig. 1 Components of incident duration.

1.2 Literature review

A number of studies have been carried out in the area of accident duration predic-
tion. Ozbay and Kachroo [17] focused on incident having major impact on traffic
and proposed the use of decision tree method. The decision tree method is effective
for an actual incident management process. However, in some cases, the decision
trees can be unstable and insensitive to the stochastic nature of data.

Nam and Mannering [15] applied hazard-based duration models to statistically
evaluate the time it takes detect/report, respond to, and clear incidents. The tem-
poral characteristics, environmental characteristics, geographic information and
incident characteristics were considered. The results showed that a wide variety
of factors significantly affected incident duration, and different distributional as-
sumptions for the hazard function were appropriate for the different incident times
being considered.

Liu et al. [14] applied stepwise regression analysis method to establish a statis-
tical model for estimating incident duration. The test result shows that over 85%
of variations in incident duration can be forecasted by the eight factors involved in
the regression model.

Ozbay and Noyan [18] applied Bayesian networks approach to study the esti-
mation problem of incident clearance time. They try to develop a model which can
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automatically learn emerging patterns in data to aid in the prediction of incident
clearance times.

Chung [3] modeled the accident duration by hazard-based duration model, in
particular the log-logistic accelerated failure time (AFT) metric. This study is
based on a 2-year accident dataset from the Korean Freeway Systems. The es-
timated duration model based on the year 2006 was validated for the prediction
accuracy with acceptable reasonableness.

As one of the most widely-used data mining technique for solving complex
problems, artificial neural network (ANN) has being widely used in transportation
studies. It is known as standard nonlinear estimators and its capability has been
validated in different fields. The ANN processes information by means of inter-
action between many neurons and the different links between neurons have been
associated with weights. Based on the highly interconnected neural computing
elements, it has the ability to model complex relationships between inputs and
outputs. Many studies demonstrate that ANN has the potential to accurately pre-
dict freeway traffic conditions [7, 31, 32, 30], traffic accidents prediction [36], and
incident detection [10, 11].

Support vector machine (SVM), which were introduced by Vapnik [25, 26], is a
relatively new structure in the data-driven prediction field. The SVM is a type of
learning algorithms based on statistical learning theory, which can be adjusted to
map the input–output relationship for the non-linear system. It has been applied to
solve the forecasting problem with small samples and non-linear [1, 16, 20, 28]. In
addition, the solution of SVM is always unique and globally optimal since training
SVM is equivalent to solving a linearly constrained quadratic programming prob-
lem. Therefore, SVM shows the strong resistance to the over-fitting problem and
the high generalization performance. Many scholars have done research on it, and
have got successful applications in many aspects, such as bus arrival time predic-
tion [34, 39], traffic speed prediction [27], and accurate internet traffic classification
[8, 37]. However, there have been only a few studies related to the prediction of
freeway accident duration.

These successful applications motivate us to apply ANN and SVM to the pre-
diction of traffic accident duration, and the performances of the two models are
compared to determine which model is better in terms of freeway accident duration
forecasting.

Thus, this paper is organized as follows Section 2 provides the formulation of
four proposed models for predicting freeway accident duration; Section 3 presents
a case study together with results and analysis including performance evaluation
of the two proposed models; and lastly, the conclusions and the suggestions for
further study are given in Section 4.

2. Methodologies

2.1 Artificial neural network

The ANNs is a data-driven, self-adaptive, and nonlinear methodology [4]. Although
there are numerous types of ANNs, the most commonly used type of ANN is the
Multi-Layer Perceptron (MLP), which is made up of input, hidden, and output
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layers with their nodes and activation functions [5]. It is generally easy to use
and can approximate almost any input/output relationships. The mathematical
expression of the MLPN is as follows:

yj = f

(
N∑
i=1

wjixi + bj

)
, (1)

where xi is the i-th nodal value in the previous layer, yj is the j-th nodal value in
the present layer, bj is the bias of the j-th node in the present layer, wji is a weight
connecting xi and yj , N is the number of nodes in the previous layer, and f is the
activation function in the present layer. Fig. 2 shows a schematic diagram of the
MLP used in this study.

When inputting variables into the network, the weights from input layer to
hidden layer are calculated. Through the transfer function in the hidden layer, the
input data are rescaled as inputs to the output layer [6, 19]. Since a discrepancy
might occur between the estimated output and the actual accident duration, the
weights are adjusted repeatedly by a suitable training method until the resulting
error is stabilized and negligible [2, 12, 23].

Fig. 2 Structure of ANN.

2.2 Support Vector Machine model

The SVM is a supervised learning machine in the framework of statistical learning
theory, based on the Structural Risk Minimization Theory (SRM) developed by
Vapnik [24]. The SVM model has the advantages of strong learning ability in small
sample situation, fast learning speed and good generalization ability and so on.

Input vectors supporting the model structure are selected through a model
training process described below. Given by a set of training samples of {xi, yi}ni=1,
xi ∈ RN , yi ∈ R, where xi is an input vector of m components and yi is a cor-
responding output value, an SVM estimator (f) on regression can be expressed
as

f(x) = w · ∅(x) + b, (2)
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where ∅ denotes a nonlinear transfer function that maps the input vectors into a
high-dimensional feature space in which the sample data are linearly separable. w
is the weight and b is the offset, which can be estimated by minimizing Eq. (3):

minRSVM(C) =
1

2
wwT +

C

n

n∑
i=1

L(yi, f(xi)). (3)

Define the ε-insensitive loss function:

L(y, f(x)) = |y − f(x)| =
{

0 if |y − f(x)| ≤ ε
|y − f(x)| − ε otherwise

. (4)

L(y, f(x)) is the loss function. Loss function is used to measure the degree of
prediction error. For a given input xi, f(x) gives the corresponding result which
may be different from y. ε-insensitive can allow the presence of prediction error
within a certain range and ensure that the model can find the optimal solution.
Empirical risk is the difference between forecasted and real value. The first part
of the empirical risk on the right in Eq. (3) can be estimated by the non-sensitive
loss function given in Eq. (4), and the second part is the regularization confidence.
Regularization confidence is a protection method which can avoid over fitting. Reg-
ularization confidence works by introducing certain restrictions which can reduce
the complexity of the machine learning model. The structural risk minimization
principle of the SVM is a compromise considering the empirical risk and confi-
dence limit, minimizing the expected risk and preventing over-learning problems.
The value of ε affects the support vector size, and C is the regularization param-
eter, which controls the degree of punishment beyond the error of the sample. By
introducing a relaxation of nonnegative variables ξi and ξ∗i , the objective func-
tion equation of the support vector regression machine (3) can be transferred into
Eq. (5) as follows:

min (w, b, ε, ε∗)
1

2
wwT + C

n∑
i=1

(ξi + ξ∗i )

subject to yi−wT ∅(xi)−b≤ε+ξi,

wT ∅ (xi) +b−yi ≤ ε+ξ∗i , (5)

ξi ≥ 0, ξ∗i≥ 0.

Finally, by introducing the Lagrange multiplier, the optimization problem is con-
verted into a dual problem:

R(ai,a
∗
i )=

n∑
i=1

di(ai − a∗i )− ε
n∑

i=1

di(ai + a∗i )− 1

2

n∑
i=1

n∑
j=1

(ai − a∗i )(aj − a∗j )K(xixi)

subject to

n∑
i=1

(ai − a∗i ) = 0, 0 ≤ ai, a∗i ≤ C. (6)
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The decision function shown in Eq. (2) is correspondingly converted into:

R(ai,a
∗
i )=

n∑
i=1

(ai − a∗i )K(x, xi) + b. (7)

In Eq. (7), K(x, xi) is the kernel function. Essentially, the kernel function is a
mapping function. In order to reduce the algorithm complexity by using the kernel
function, kernel functions can convert a nonlinear learning problem into a linear
learning problem. ai and a∗i are the corresponding Lagrange multipliers, where
αi, a

∗
i = 0 only if the corresponding data sample point of ai 6= a∗i is defined as

the SVM. SVM shows the strong resistance to the over-fitting problem and the
high generalization performance [22]. It is mainly because SVM can construct a
mapping from one-dimensional input vector into high-dimensional space by the use
of reproducing kernels. The architecture of SVM is shown in Fig. 3.

Fig. 3 Structure of SVM.

2.3 Traffic accident duration prediction based on SVM/ANN

When choosing the impact factors of freeway accident duration, the factors must
be able to fully reflect the impact of freeway accident duration. In order to build
a successful model, it is necessary to choose the appropriate variables.

When selecting the independent variables, in this paper, we pay attention to
the two principles:

1) The independent variables should be closely related to the forecast object.

2) There is no strong linear relationship between the independent variables.

Using a large quantity of data features as the model inputs without careful
processes may lead to the model significant noise. Therefore, data feature reduction
with cluster method aims to decrease the number of model inputs and to preserve
the relevant traffic characteristics with fewer inputs. Cluster analysis is a set of
methodologies for automatic classification of samples into a number of groups using
a measure of association, so that the samples in one group are similar and samples
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belonging to different groups are not similar [21]. The distance between the two
instances is used as a measure of similarity.

K-mean clustering method is adopted in this study. The procedure of the
cluster analysis to reduce the data feature is as follows:

Step 1: Select ‘k’ initial cluster centroids or seeds, where ‘k’ is the number of
clusters desired.
Step 2: Assign each observation to the cluster to which it is the closest.
Step 3: Reassign or reallocate each observation to one of the k clusters according
to a predetermined stopping rule.
Step 4: Stop if there is no reallocation of data points or if the reassignment
satisfies the criteria set by the stopping rule. Otherwise go to Step 2.

In order to reduce the model significant noise, the factors with strong correlation
should be excluded. By cluster analysis, the result shows that the traffic jam
and the peak hour have a strong correlation, the burning vehicles and the hazard
material involved have a strong correlation, the truck involved and the rollover
vehicle involved. After that, the three variables (traffic jam, burning vehicles and
truck involved) are excluded. The best combination of variables is determined for
forecasting the freeway incident duration. They are night, casualties, peak hour,
bad weather, facility damage, disabled vehicle, heavy tow truck, lay-by occupied,
hazard material involved and rollover vehicle involved. Fig. 4 shows the structure
diagram of freeway accident duration forecasting. The contribution of each variable
in predicting is weighted and weights number is set reasonably. Tab. I shows the
value of each significant variable.

Fig. 4 The structure diagram of freeway accident duration forecasting.
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Variables Value

Night 1 = Yes; 0 = No
Casualties 1 = Yes; 0 = No
Peak hour 1 = Yes; 0 = No
Bad weather 1 = Yes; 0 = No
Facility damage 1 = Yes; 0 = No
Disabled vehicle 1 = Yes; 0 = No
Heavy tow truck 1 = Yes; 0 = No
Lay-by occupied 1 = Yes; 0 = No
Hazard material involved 1 = Yes; 0 = No
Rollover vehicle involved 1 = Yes; 0 = No

Tab. I The value of each significant variable.

Some variables that resulted significant for many models in other literature are
found not determinant in this study. The reason for these apparently dissimilarity
probably lies in the limited number of incident events.

3. Case study

The data was obtained from the database of one freeway management center in
Liaoning. In this database, the incidents occurred on this freeway from 2012 to
2014 were recorded. The freeway with eight lanes in two directions is located
between Dalian [35, 38, 33] and Shenyang (Fig. 5). The length of the freeway is
349 kilometers and its speed limit is 120km/h.

Fig. 5 The freeway from Dalian to Shenyang.

These data are normally used for monitoring incident management operations.
All the records of the database contain the time of accident occurrence, the type
of the accident, the location of the accident and so on.
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As reported in previous studies, the models’ prediction ability is heavily affected
by the quality of the input data [29]. In order to improve the accuracy of prediction,
in this study, the data items with serious errors or some important parameters
missing are eliminated. After the previous processing, a data set consisting of 235
incidents is obtained. The frequency distribution of incident duration is shown in
Fig. 6. The traffic accident statistics are shown in Tab. II.
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Fig. 6 Distribution of freeway incident duration.

About 30% of the incidents duration is 30 min or less, whereas 75% of the
incidents duration is less than 60 min. Only 10% of the incidents duration is longer
than 100 min.

3.1 Performance measures

The mean absolute error (MAE), the root mean square error (RMSE) and the
mean absolute percentage error (MAPE) are used to evaluate the performances of
the two measures as follows:

MAE =

∑∣∣t− t∣∣
N

, (8)

RMSE =

√∑(
t− t

)2
N − 1

, (9)

MAPE =
1

N

∑ ∣∣t− t∣∣
t
× 100%, (10)

where t is the actual time of the incident duration. t̄ is the predicted time of the
incident duration. N is the number of the incident.

3.2 Model identifications

In this paper, night, casualties, peak hour, bad weather, facility damage, disabled
vehicle, heavy tow truck, lay-by occupied, hazard material involved, rollover vehicle
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involved are used as input data, and the incident duration is used as output data.
As shown in Tab. I. To assess the predictive ability of the two models, the original
dataset is separated into training and testing partitions. In this study, 165 incident
cases are included in the training partition for the model construction process. 70
incident cases are used to evaluate the accuracy of the proposed models.

3.2.1 Artificial neural network

In this study, the number of neurons in the input layer is determined by the 10
most significant variables affecting incident duration. A single neuron in the output
layer is the prediction of incident duration. ANN with two or three hidden layers
was trained using the Levenberg-Marquardt back-propagation algorithm. After
that, the better performing ANN architecture with three-layer network structure
is adopted. When inputting variables into the network, the weights from input
layer to hidden layer are calculated. Through the transfer function in the hidden
layer, the input data are rescaled as inputs to the output layer. Since a discrepancy
might occur between the estimated output value and the actual incident duration,
the weights are adjusted repeatedly by a suitable training method until the resulting
error is stabilized and negligible. The best performing ANN architecture is obtained
with a single hidden layer of 15 neurons. Then a three-layer network structure is
adopted. There are 10, 15 and 1 nodes in the input, hidden and output layers,
individually. After model training, the mapping between variables and accident
duration is formed. Then by inputting the test data into this trained model, the
forecasted accident duration is produced.

The MAE value for this ANN model is equal to 17 min, and 32 out of the
70 incident cases have been predicted with an absolute error less than 25 min.
The comparison of the ANN model results and the actual durations is presented
in Fig. 7. The ANN model has a satisfactory accuracy for the incident whose
duration is longer than 60 min. However the ANN model tends to overestimate
the prediction values for the short duration incident cases (0–30 min). The MAE
value is equal to 16 min.

 

 

 

0

20

40

60

80

100

120

140

0 20 40 60 80 100 120 140

P
re

d
ic

te
d

 i
n

ci
d

en
t 

d
u

ra
ti

o
n

s 

(m
in

) 

Actual incident duration (min) 

Fig. 7 ANN prediction results versus duration test data.
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3.2.2 Support Vector Machine model

SVM is a type of learning algorithms based on statistical learning theory, which
can be adjusted to map the input–output relationship for the non-linear system.
In addition, the SVM can generalize well and can provide inferences at low com-
putational cost. Before applying SVM, there are two parameters, C and ε, which
are first determined. Parameter C is to determine the trade-off between the model
complexity and the degree in the optimization equation. Parameter ε controls the
width of the ε-insensitive zone which is used to fit the training data. ε-insensitive
can allow the presence of prediction error within a certain range and ensure that
the model can find the optimal solution. In order to identify the parameters in
SVM, grid-search is used to pick up the optimal parameter values. Afterward, for
the freeway accident duration forecasting, the two parameters (C, ε) are selected
as (3, 0.2).

In this study, the SVM is trained by independent variables. With the use of
Cauchy Function Kernel and the training dataset composed of the 10 significant ex-
planatory variables, the best performing SVM is obtained with 40 support vectors.
This model reaches the minimum MAE (13 min).

From the test results, in Fig. 8, we can find that SVM model performs better
in the prediction of medium duration incident cases. The MAE is equal to 11 min.
Only for the four longest duration incidents the prediction absolute errors are more
than 25 min, while 38 out of the 70 incident cases have an absolute error less than
18 min.
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Fig. 8 SVM prediction results versus duration test data.

3.2.3 The comparison results

To evaluate the models performance, the difference between predicted value and
true value of every incident is calculated. The prediction errors of the two models
are shown in Tab. III. According to the MAE and RMSE values in Tab. III, the
SVM is a relatively reliable model with smaller MAE and RMSE values. When it
comes to the short duration cases, the MAPE of ANN becomes bigger, as shown in
the previous section (Fig. 7). As listed in Tab. IV, 64% of ANN prediction errors

282



Yu B. et al.: A comparison of the performance of ANN and SVM for. . .

are less than 25 min, which is lesser than 73% of SVM. Moreover, 19% of ANN
prediction errors are more than 30 min.

ANN SVM

MAE 17 11
RMSE 18 15

MAPE [%] 26 19

Tab. III MAE, RMSE and MAPE of the models.

Absolute error [min] ANN [%] SVM [%]

< 5 14 22
5− 15 24 21
16− 25 26 30
26− 35 17 20
> 35 19 7

Tab. IV Distribution of absolute error for the two models.

In order to get more useful information from the data, the following work is
conducted. Fig. 9 illustrates the MAE, RMSE and MAPE calculated for the five
duration classes, and the following conclusions can be highlighted:

1) The two models tend to have a relatively low accuracy for incidents with
long duration partly because the dataset has a relatively small number of
fatal incidents.

2) The ANN model gives a better result for long duration incident cases. It is a
relatively reliable model that can predict an incident longer than 80 min.

3) The SVM model is better than the ANN model intheprediction of medium/me-
dium-long duration.

4) There exist some outliers with a large difference between recorded and pre-
dicted incident duration. The problem is largely due to the individual differ-
ences of incident management teams in responding to incidents.

4. Conclusions

For the sake of traffic accident duration prediction, this paper presents the per-
formance of ANN and SVM. The ANN model is a multi-layer feed forward neural
network and the SVM model is a support vector regression with radial basis kernel
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Fig. 9 The values achieved by the proposed model.

function. The two models have been developed and tested using a common inci-
dent data set. The predictive ability of the two models is compared. The TMAE,
RMSE and MAPE are adopted to estimate the accuracy of the models.

In conclusion, although the ANN model gives a better result for long duration
incident cases, the comprehensive performance of the SVM model is better than
the ANN model for the traffic accident duration prediction. Nevertheless, we don’t
know whether it is appropriate in other geographical contexts. To ensure the
proposed models can be applied to the other conditions, a deeper investigation
needs to be done in the future.
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