OUTLIER DETECTION IN
SELF-ORGANIZING MAPS AND THEIR
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Abstract: In the paper, an algorithm that allows to detect and reject outliers in a
self-organizing map (SOM) has been proposed. SOM is used for data clustering as
well as dimensionality reduction and the results obtained are presented in a special
graphical form. To detect outliers in SOM, a genetic algorithm-based travelling
salesman approach has been applied. After outliers are detected and removed, the
SOM quality has to be estimated. A measure has been proposed to evaluate the
coincidence of data classes and clusters obtained in SOM. A larger value of the
measure means that the distance between centers of different classes in SOM is
longer and the clusters corresponding to the data classes separate better. With a
view to illustrate the proposed algorithm, two datasets (numerical and textual) are
used in this investigation.
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1. Introduction

Recently, data mining remains one of the most relevant domains due to a huge
amount of data generated by various devices, sensors, etc. A lot of data mining
methods have been developed to solve problems of classification, clustering, as-
sociation rule generation, anomaly detection. The most known and widely used
methods are: k-means, neural network, genetic algorithms, fuzzy logic, Bayesian
networks, hierarchical clustering, etc. [17]. One of data mining methods is a self-
organizing map (SOM). Sometimes it is called by the name of the creator — a
Kohonen map [20]. SOM can be used to cluster and visualize multidimensional
data as well as to and a multidimensional data projection into a space of a smaller
number of dimensions. The main SOM advantage, as compared with other data
mining methods, is that, as a result, SOM gives not only some numerical estimates,
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like most data mining methods do, but also the result is presented in a visual
form [29]. Visualization allows researchers to see clusters and relations between
the data analyzed. Comparing SOM with other clustering methods, there are no
precisely defined clusters in SOM, i.e. the data are not unambiguously assigned to
one or other cluster. Clustering results can be variously interpreted by researchers
when exploring a visual representation of SOM [35]. SOM can also be applied to
data, assigned to classes. In this case, a researcher can investigate whether classes
are coincident with the clusters, obtained in SOM, and explain the reasons for
not being coincident, one of which may be related to the fact that the data were
incorrectly assigned to the classes. The coincidence can be explored in the visual
SOM representation, however, it is purposeful to have numerical estimates that
show overlaps of data classes and clusters in SOM. Moreover, it does not matter
which kind of data (numerical, textual, images, etc.) will be analyzed, it is often
possible to find some data items, called outliers that differ from other items [22].
It is necessary to take into consideration the existing outliers, when estimating the
coincidence of data classes and clusters in SOM, as outliers can distort the values
of estimates. There are some reasons for existing outliers: data errors, intentional
or motivated reporting, sampling error, standardization failure, etc. [26]. Usually,
outliers can be considered as corrupted (faulty) data. For example, the data are
described and coded in a wrong way and an experiment, generating data is carried
out incorrectly. If it is possible to determine that an outlier is certainly erroneous,
then it has to be removed from the dataset because it can influence data mining
results. Otherwise, in some cases, it is difficult to find the reasons why one or other
data object is distinct from other data items. In any way, the outlier cannot be
simply removed, it depends on reasons of outlier existing and types of the dataset
analyzed, etc. Firstly, it is necessary to analyze these phenomena deeply, because
outliers can indicate something scientifically interesting. The main goal of the re-
search is to find and reject outliers in SOM with a view to precisely estimate the
coincidence of the data classes and clusters obtained in SOM.

2. Related works

2.1 Self-organizing map

The self-organizing map is one of the most popular artificial neural network (ANN)
models, developed by Professor T. Kohonen [20]. SOM is trained by unsuper-
vised learning. The main aim of SOM is to preserve the topology of multidi-
mensional data when they are transformed into a lower dimensional space (usually
two-dimensional). The set of weights forms a vector M;;,i =1,...,ke,j=1,..., ky
that is usually called a neuron or codebook vector, where ky is the number of rows,
and ky is the number of columns of SOM (in the case of a rectangular topology).
SOMs can be used to cluster, classify, and visualize different kinds of datasets, so
first of all, the datasets have to be transformed to numerical expressions. Suppose
a dataset X = {X1, Xs,..., Xn} is analyzed, where each data item is described by
the features x1,x2,..., 2N, le. a data item X, = (2p1,Tp2,...,Tpn). S0, X, is a
point (or a vector) in the n-dimensional space, X, € R™. All data are presented
to SOM as a matrix:
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Here z is the value of the lth component of the vector Xp,p = 1,...,N,l =
1,...,n. N is the number of analyzed input vectors, and n is the number of com-
ponents. The learning process of the SOM algorithm starts from initialization of
components of the vectors (neurons) Mj;. They can be initialized at random (usu-
ally these values are random numbers from the interval (0,1)) or by the principal
components. At each learning step, an input vector X, € {X1,Xo,...,Xn} is
passed to SOM. The vector X, is compared with all the neurons M;;. Usually
the Euclidean distance between this input vector X}, and each neuron M;; are cal-
culated. The vector (neuron) My, with the minimal Euclidean distance to X, is
designated as a neuron-winner (best match unit). Components of all neurons are
adapted according to the learning rule:

Mij(t +1) = M;(t) + hij (Xp — Miz(t)). (2)

Here t is the number of a learning step, hi{ is a neighboring function [28], w is a
pair of indices of the neuron-winner of vector X,,. The learning is repeated until the
maximum number of learning steps is attained. After SOM learning, the data are
presented to SOM, and the neurons-winners for each X, are found. In such a way,
the data items are distributed in SOM, and some data clusters can be observed
(see Fig. 1). In the top left side of the map (Fig. 1a), the cluster from I and II
classes members are located, and in the opposite corner of the map are placed the
members from IIT and IV classes. The elements from same classes are near to each
other or are in the same cell, so it means that it can be considered as a strong
cluster. In the other map (Fig. 1b) the elements are more distracted, so in this
case, clusters are not so strong and can be defined differently.

More than 30 years have passed since SOM has been introduced, thus the
new extensions and modifications of the original SOM are constantly developed.
Some of the most known extensions are listed here: a merge self-organizing map
(MSOM) [32], a recursive self-organizing map (RecSOM) [34], WEBSOM [19], etc.
Mostly all of them were created to speed-up the learning algorithm or to perform
specific data mining tasks. For example, WEBSOM is the first SOM extension
developed for the textual document analysis. By using the WEBSOM method, a
textual documents collections are presented on the map, where similar documents
always are placed nearby. This method helps to observe obtained clusters of text
documents data, and to find similarities in the contexts of the words. MSOM model
is based on ordinary self-organizing map algorithm, but differently, than usual SOM
the contextual vector is included. The contextual vector is the same size as an in-
put vector. This vector consists of previous training neuron-winner data and the
weights of input vectors, which are merged to the one vector. MSOM can be used
in models, which do not have a specific topology, and also for structured data anal-
ysis. The main difference of RecSOM from other SOM methods is that simplest
recursive self-organizing maps are using neurons as leaky integrators and the most
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difficult are doing the copies of all neurons from previous learning step. One of
the SOM modifications is the batch-learning SOM (BLSOM), used in the bioinfor-
matics area [15]. In this approach, SOM has been modified for gene informatics to
make the learning process and the resulting map independent of the data analyzed.
BLSOM is a powerful tool for big data analysis. It allows us to visualize and classify
big sequences, obtained from genomes (millions of metagenomics sequences). An-
other SOM modification for a large data set is an environment self-organizing map
(EnvSOM) [4]. The EnvSOM algorithm consists of two phases. In the first phase,
a SOM is trained using all the data features, but only environment features of the
data are used to find a neuron-winner. In the second phase, a new SOM is created
appropriately with information from the reference vectors of the first phase SOM.
In this phase, SOM uses all the data set features for neuron-winner computation.
There are also researches related to combinations of SOM with dimensionality re-
duction methods, where vectors of neurons-winners are mapped onto a space of
lower-dimensionality by multidimensional scaling [21]. Some researchers combine
self-organizing maps with the modified k-means algorithms to solve high dimen-
sional data problems [25]. The main steps of the method are as follows: (1) SOM
is used to reduce the dimensionality of the data and to determine the number of
clusters; (2) the genetic algorithm is applied to the reduced dimensionality data in
order to obtain the initial centers of the clusters; (3) the k-means algorithm is used
to get the resultant clusters. Thus, in this method, SOM is used for dimensionality
reduction and visualization.

2.2 Outlier detection

One of the challenges in data mining is dealing with outliers. In general, there
are five major categories of approaches for outlier detection in the literature [6,
9,10, 33]: distribution-based, clustering-based, distance-based, density-based, and
depth-based methods. The distribution-based techniques use standard methods for
estimating statistical distribution. The depth-based methods aim to detect outliers
by computing a distance measure of a particular data item to the centroid of data.
The distance-based methods aim to measure the distance between a data item and
its neighbor. The density-based approaches compare the density around a data item
with the density around its local neighbors. There are also other classifications of
outlier methods, such as supervised, semi-supervised, and unsupervised detection.
Selection of these approaches depends on various situations and data mining tasks
[3,12].

A lot of techniques and approaches have been developed in the recent years
to solve outlier detection problems. Various techniques have been proposed and
applied in a series of papers [2,13,23,27,37] including SOMs as well [1,7,8]. In
the paper [23], the proposed algorithm consists of two stages. In the first stage, an
improved genetic k-means algorithm is used, and in the second stage, the vectors
(outliers) which are far from their cluster centroids are removed. In the papers [7,8],
a SOM-based algorithm for spatial outliers with multiple spatial and non-spatial
attributes has been proposed. The Mahalanobis distance concept was used to
determine a threshold for identifying spatial outliers. With an iterative utilization
of SOM, the neighbor set can be effectively updated to eliminate the influence of
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potential local outliers for more robust detection. There are various fields where
detection of outliers is a relevant issue: clinical trials [11], meteorology [36], finance
[18], etc.

3. Estimation of the SOM quality

After training SOM, usually, quantization and topographic errors are calculated
[20]. A quantization error shows how well neurons of the trained network adapt
to the input vectors. It is an average distance between the data vectors X,,p =
1,..., N and their neuron-winners. A topographic error shows how well the trained
network keeps the topography of the data analyzed. When the classified data are
analyzed by the clustering methods, there is a need to evaluate the coincidence
between data classes and the obtained clusters. The coincidence indicates that
the data are assigned to appropriate classes. In a mismatched case, a researcher
must seek causes of the mismatch. One of the possible reasons is that the data
are assigned to unsuitable classes. However, neither quantization nor topographic
errors show whether the analyzed data classes correspond to the clusters formed
in SOM. There are some other errors that help evaluate the coincidences between
the classes and the obtained clusters, obtained not by SOM, but other clustering
methods [24]. However, in those cases, the data must be unambiguously assigned to
one of the clusters. The uniqueness of SOM, compared to other clustering methods,
is that in the SOM results there are no strictly expressed clusters, i.e., it is not
specified which data item is assigned to which cluster, a researcher can only observe
clusters in the visual representation of SOM.

In our previous work, two measures have been proposed [30]. The measures can
be applied to compare several SOMs when analyzing the same dataset and the SOM
sizes are the same. Both measures are helpful to estimate the SOM quality. The
first measure shows how close the same class members are in SOM. The smaller
value of the measure indicates better results. It means that all the same class
members are closer to each other, the clusters are “stronger”. The second measure
shows how far the centers of different classes are in SOM. The higher value of the
measure means better results, i.e., all the different class centers are far from each
other, so they are separated in the map. However, deeper investigations identify
that one of the proposed measures (E/_..) has a disadvantage. There are some
cases where the measure does not show accurate results. Here, the measure has
been modified to eliminate shortages [31].

The procedure of measure computation is described below. First of all, the
indices of centers Y¢ of each class in SOM are computed:

C 1 NC C
Y :FZZi. (3)
¢ =1

Here N. is the number of data items from the c-th class, ¢ € {1,...,k}, k is the
number of data classes; Z¢ is a vector that consists of the indices of SOM cells,
corresponding to the data from the cth class, Z¢ € R%. In our previous work [30]
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the value of the measure £/ was calculated by the formula:

center
ccntcr - % Z Z ‘Yc - Yd” (4)
c=1 d=c+1

Here m = k(k — 1)/2, A problem appears if different class members fall into the
same SOM cell (Fig. 1) and the distances between clusters are longer. So, to
make the measure E._ ... more accurate, it should be modified by adding weights

we = (nl.)/ne (5), where n, is the total number of neurons (cells) corresponding to
the data from the c-th class, n/, is the number of neurons corresponding only to the
data from the cth class. The weights reduce the distance value between clusters
of the different classes. If SOM where the members of different classes fall into
the different SOM cells is analyzed, the value of the measure Eiepter Will be higher
than in the case when the classes overlap in SOM.

Ecenter = — Z Z |Yc Yd |wcwd (5)

c=1d=c+1

The motivation of necessity to modify the measure Ecepter is illustrated by a
simple example. Suppose two SOMs of the same size and the same dataset with four
classes is analyzed, but differently mapped in SOMs (Fig. 1). Here, the highlighted
numbers denote the analyzed data class labels (¢ = 1,2, 3,4). The pairs of numbers
in the corner of each cell indicate the cell indices.

1,2 11,2 1,1 1
(5.1) (5.2) (5.3) (5 4) (5.5) (5 1) (5.2) (5.3) (5.4) (5.5)
1,2 1 1 12,2| 2
41 (4.2) 4.3) 4.4 (4.5) 4.1) (4.2) (4.3) (4.4) (4.5)
2 2 3
(3.1 (3.2) (3.3) (3.4) (3.5) (3.1) (3.2) (3.3) 3.4) (3.5)
3,3/3,4 3 /33| 4
2.1 (2.2) (2.3) (2,4) (z 5) (2.1) (2.2) (2,3) (2.4) (2.5)
4,413,4 4 (4,4
(1,1) (1,2) (1,3) (1 4) (1 5) (1,1) (1,2) (1,3) (1.4) (1 5)

a) b)

Fig. 1 Ezample of two SOMs: a) E'
FEeenter = 2.82.

= 2.86, Eeenter = 0.36; b) E',,. = 2.82,

center center

In picture Fig. la, there are SOM cells, into which not only the same class
members fall, i.e., some classes overlap. Estimating the level of overlapping is
necessary. If both maps will be observed and compared visually, it is possible to
see that the classes are far away from one another in Fig. 1b, but the value of
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the measure E!_ .. is larger in the case of Fig. la. If the measure is evaluated
by Eq. (5), the weights for each class should be computed: w; = 1/4, wy = 1/4,
wy = 1/3, and wy = 1/3. These values of the weights decrease the measure
from 2.86 to 0.36. In the case of Fig. 1b, the value of the measure does not
change, because there are no cells, into which the different class member would be
fallen. Thus, when SOMs are compared by the modified measure, the higher value
indicates that the centers of different classes are farther and clusters are separated

better.

4. QOutlier detection and rejection

The definitions of outliers are quite similar in various literature, and the general
intent is described by definition given by Hawkins [14]: “an outlier is an observation
that deviates so much from other observations as to arouse suspicion that it was
generated by a different mechanism”. Depending on the aim of application or used
method, the term of outlier always can be named such as anomaly, noise, deviation,
exception or novelty. Outliers in a dataset correspond to a very small percentage
of the data objects. It always has something unordinary.

As it is mentioned before, the advantage of SOM, as compared to other data
mining methods, is a capability of dataset visualization. When SOM has been
trained, obtained clusters in SOM can be observed. There is a possibility to see
some data items that can be far away from other members of the same class on the
map. Such data items can be considered as a SOM-based outlier. First of all, it is
necessary to confirm or deny outlier presence. If the outliers found are treated as
bad data, they should be rejected before estimating the SOM quality.

In this paper, an algorithm that allows to detect and reject outliers in the
trained SOM have been proposed. In the procedure of outlier detection, the Trav-
elling Salesman (TS) approach [16], based on genetic algorithm, has been used. A
particularity of the approach is that it searches for the shortest path from the fixed
starting point without limit to the last point. If there is an outlier in SOM, it has
to be removed before estimating SOM by the proposed measure (5). A general
algorithm for outlier detection, rejection, and SOM quality estimation is described
below step-by-step (Algorithm 1).

5. Simulation results and analysis

The SOM system, designed and described in [29] is used in the simulation analysis.
The system has been improved by implementing the modified measure (5) as well
as the algorithm proposed for outlier detection and rejection (Algorithm 1). Two
datasets are used to simulate results: numerical and textual. If the data features
gain the numerical values, such data will be called as numerical ones. The data
obtained from the text documents are called textual data. The following values of
parameters are selected in the simulation: ¢ = (kx + ky)/4,p = 10%.

A wine dataset has been chosen as numerical data [5]. The dataset consists of
the results of chemical analysis of wines grown in the same region in Italy, but de-
rived from three different cultivators. The analysis has determined the quantities of
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13 constituents found in each of the three types of wines. Thirteen-dimensional vec-
tors X1, Xo,..., Xy7s are formed, where X, = (zp1,Zp2,...,%p13),p = 1,...,178.
The dataset is divided into three classes: Class 1 — wines of the first farmer, Class
2 — wines of the second farmer, and Class 3 — wines of the third farmer.

The SOM result of the wine dataset is depicted in Fig. 2a. The pie charts in
SOM shows a proportion between the data items that are assigned to the different

Algorithm 1 Outlier detection in self-organizing map: Part L.

Step 1. The dataset X = {X1, Xo,..., Xn} is chosen, where N is the number
of data items. Each item X,,p = 1,..., N has to be assigned to a class c €
{1,...,k}, where k is the number of data classes.

Step 2. The SOM learning parameters are selected (neighboring function, learn-
ing rate, SOM size kx X ky).

Step 3. SOM is trained. As a result matrices Z¢ are formed, ¢ =1, ...k, each
row of the matrix represents the indices of SOM cells, corresponding to the data
from the c-th class, Z¢ € R2.

Step 4. The rows Z¢,i = 1,..., N, of each matrix Z¢ are sorted in descending
order according to the first column values, where n. is the total number of
SOM cells, corresponding to the data from the cth class. The sorted matrices
Z°¢ are obtained, where the indices of their rows are renewed and denoted by
Zfi=1,...,N..

Step 5. Starting from the first row of each matrix Z¢, the shortest path between
all the points, corresponding to the rows of the matrix Z¢, is found using the
traveling salesman algorithm.

Step 6. The rows Z¢,i = 1,..., N, of matrices Z¢ are sorted according to the

1
order in the found path. The sorted matrices Z¢ are obtained, where the indices

of their rows are renewed and denoted by Z¢,i =1,..., N..

Step 7. The Euclidean distances between two adjacent rows Z¢ are calculated
and saved as a vector d° = {d{,ds,...,dy__}, where d&f = || Zf — Z¢,,|,i =
1,...,N.— 1.

Step 8. The vectors 7§ consisting of df indices have to be created. The value of
the threshold ¢ is selected, which shows how far a data item should be from the
nearest item in the shortest path for the item to be considered as an outlier:

J=2r1=0;
FOR:=1TO N, -1
IF (df > q)
=i j=j+1
END
END
r{ = Nc;

IF (length(rc) =2)
Go to Step 11
END
Step 9. The percentage p is selected which shows how many members of the
c-th class can be distant from the other members of the same class so that they
were not considered as outliers. The bound b€ is calculated: b¢ = (p x N.)/100.
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Algorithm 2 Outlier detection in self-organizing map: Part II.

Step 10. Outlier data rejection is realized:
FORi=1TOj -1

IF (rfyy —rf < b°)

Remove rows from r{ + 1 to r{,; from matrices Z*

END
END
Z°¢ matrices remain without outliers. The total number n. of the SOM cells,
corresponding to the data from the c-th class, is renewed for each matrix Z¢.
Step 11. The indices of data centers Y¢ of each class in SOM are found by
Eq. (3).
Step 12. The value of the measure Ecenter is calculated by Eq. (5).
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Fig. 2 a) wine dataset in 10 x 10 SOM; b) shortest path between all the neurons
in SOM of Classes 1 (red), 2 (light blue), and 3 (yellow).

classes and fall into a cell. In addition, the class labels are given. Let us make sure
whether the proposed algorithm identifies the outliers. In Step 5 of the algorithm,
the shortest paths between all the same class members in SOM are found and
illustrated in Fig. 2b (¢ = (10 + 10)/4 = 5). The starting points marked as circles.
In Fig. 2a, the members of Class 1 and Class 2 are close from one to another, so
all the distances between these members in the shortest path (Fig. 2b) are smaller
than the value of the parameter g. Thus, according to the proposed algorithm (Step
8), there are no outliers among the members of Class 1 and Class 2. The majority
of the members of Class 3 fall into the left bottom corner of SOM. However, one
member falls into the top right corner, and two members fall into the bottom right
corner (Fig. 2a). These three members can be considered as outliers. The distances
between some members of Class 3 (d3 = 6.08, d5; = 9.49) are longer than the value
of the parameter g, therefore in this case, the vector 73 = (0,2,43,44). According
to the algorithm (Step 9), first of all, the bound for this class has to be calculated
(b3 = 4.4). Later (Step 10), according to the indices of neurons (cells) in which
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possible outliers are determinate, the number of possible outliers are calculated.
The obtained values (r3 —r? = 2,73 — r3 = 1) are smaller than the bound b3, so
the data items in these cells are outliers and must be removed before the measure
FEenter computation. It is obvious that removal of possible outliers makes the results
more accurate due to that fact that the same class members form stronger clusters.
Before the outlier rejection Eeenger = 4.26 and after rejection Feopger = 4.64, which

means that after outlier rejection the results improve.

A dataset of scientific papers has been chosen as textual data to illustrate the
algorithm proposed for outlier detection. 39 scientific papers have been taken ran-
domly from the Internet freely accessible databases (SpringerLink, ScienceDirect,
etc.). The dataset is divided into three classes: Class 1 — papers on artificial neu-
ral networks (ANN), Class 2 — papers on optimization, and Class 3 — papers on
self-organizing maps. The text documents should be converted to numerical ex-
pressions, a so-called text document matrix should be created [30]. Firstly, all the
document files are converted to text files, — only the text and digits remain, fig-
ures and formulas are rejected. Afterwards, the following control factors have been
selected: removing the digits from the text files, the minimal word length limit is
equal to 3, the minimal word frequency is equal to 3, usage of the common word
list and stemming algorithm. According to the control factors, a so-called text
document dictionary is created. The document dictionary is a list of words from
text files excluding the words that do not satisfy the conditions, defined by the
control factors. According to the frequency of the document dictionary words in
the text documents, a so-called text document matrix is created. 2487-dimensional
vectors X, Xo,..., X5 are obtained. They have been analyzed by SOM and the
results have been presented in Fig. 3.
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Fig. 3 a) Dataset pf scientific papers in 8 x 8 SOM; b) shortest path between all
the neurons in SOM of Classes 1 (red), 2 (light blue), and 3 (yellow)

In Fig. 3a, there is one possible outlier of Class 2 in the top left corner of
SOM. Most of Class 1 members (the scientific papers on ANN) are placed at the
top of SOM, just a few members are at the bottom of the map which can also be
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treated as outliers. It is necessary to estimate whether they can be considered as
outliers. The highest distance (di, = 4.12) is between two members of Class 1 at
the bottom of SOM. This distance is longer than the parameter ¢ = (8 4+ 8)/4 = 4
(r! = (0,12,13)). According to the algorithm (Step 10), the number of possible
outliers in this cell (ri — 73 = 1) is lower than the bound (b* = 1.3), so this data
item is also confirmed as an outlier and has to be removed. The members of Class
3 form a strong cluster at the bottom of SOM, all the members are close to each
other. The shortest path between all the same class members shows that there is
no outlier in Class 3 (Fig. 3b), because all the distances are lower than ¢ = 4. The
calculated distance between members of Class 2 confirms that one member is an
outlier, because the distance (d3, = 5.38) is higher than ¢ (r? = (0,12,13)), and
the bound is equal to 1.3 (b? = 1.3). It means that, if there is at least one member

far away from the whole cluster (r3 — r2 = 1), it is considered as an outlier.

6. Conclusions

The research deals with a capability of self-organizing maps to detect data outliers.
A new algorithm for detection of outliers in SOM has been proposed. The data item
is considered as an outlier, if it is far away from the cluster in SOM containing the
majority of data assigned to the same class as the outlier. The proposed algorithm
identifies the shortest path between data items in SOM. Taking into consideration
the distances in the path and some parameters, outliers are detected.

In this paper, the algorithm has been applied to the classified data and outliers
are searched for each class. However, such an idea could also be used for unclassified
data. In that case, all the data items would be considered as assigned to one
class. The paper has investigated another aspect, — a measure that estimates the
coincidence of data classes and clusters in SOM. The measure has been modified,
which was proposed in our previous work that estimates a distance between the
centers of different classes in SOM, by introducing some weights. The modified
measure allows us to precisely estimate the coincidence of the data classes and
clusters, formed in SOM, when some SOMs are compared. The simulation results
and analysis have shown that the proposed algorithm allows us to find and reject
outliers in SOM. Of course, before an outlier is removed it has to be confirmed as
a bad data item. If an outlier is confirmed as a bad data item, it is important to
remove this data item before calculating the quality of SOM. In this case, SOM
results will be obtained more accurate according to the measure Ecepter. Also, the
clusters of different classes will be more separated from each other and easier to be
observed in SOM.

The outlier rejection depends on two parameters: 1) a bound that shows how
many members of the same class can be far away from their cluster that they could
be considered as outliers; 2) the distance which shows how far away some data
should be from the other data of the same class that they could be considered as
outliers as well. It is obvious that these two parameters could be different chosen
for different datasets, so it is purposeful to analyze them more detail in the future.
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