PHYSICS-INFORMATION ANALOGIES

M. Svitek*

Abstract: The paper presents a theory of information systems based on advanced
analogies with both classical and quantum physical models. In the first step the
information analogies with magneto-electric circuits are introduced and the infor-
mation parameters are defined under this inspiration. Well-known potential and
flow values (e.g. potential and kinetic energy, voltage and electrical current, etc.)
are transformed into information values, “information content” and “information
flow”. In the second step the quantum information models are introduced together
with values “wave information flow” and “wave information content”. By using
these variables, the complex information models are described in more detail to-
gether with illustrative examples.
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1. Introduction in information epistemology

A basic information unit represents a “change of state/signal” from 0 to 1, or vice
versa. The change is equal to one-bit of information. Information flow [15] means
the frequency of state/signal changes in bits per second or how often the change
is carried out (quantity of information). Information content [14], on the contrary,
characterizes the quality of information or how valuable the content is, measured
in Joule per bit (or dollars per bit).

In [22] the extended Frege’s concept of information modelling was presented
based on results [9, 14]. Basic information quantities were given:

— O;(t) — a set of rated quantities on an object,
— P,(t) — a set of states,
— @,(t) — a set of syntactic strings (data flow),

— I;(t) — a set of information images of state quantities (information content).
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The Frege’s diagram can be also used to describe the deep perception of infor-
mation by humans [25]. Psychologists accepted that it is possible to study the world
around us from four points of views: physical, emotional, rational and spiritual.

Physical representation corresponds to changes of a real system (events O;).
The human mind categorizes a perception into different clusters called states P;
which cover a mixture of intellectual and emotional stimuli assigned to a specific
situation that occurred in a real system. The packet of such stimuli specifies the
state of our perception that we try to characterize by words through thinking
(generally by symbols according to the grammar).

Within this process the string of symbols ®; is produced to best capture the
perception of the state P;. Thinking has limited (often sequential) instruments
for expression of the complexity of the world but it tries to provide an answer
to the question “how”? Thinking is a conscious activity that can be unlike other
conscious activities shared, written or published and it is a good background for
further understanding of the whole.

The higher (spiritual) level means the link to the whole (higher order) and to
other available knowledge like comparisons with similar situations in history and
with knowledge from the other specializations, etc. This part of cognition looks for
an answer to the question “why” the system behaves like that? It can be called
wisdom, which is a higher level of knowledge stated generally as the spiritual level
of the perception.

Let us give one easy example of music; an orchestra playing some composition.
In the physical world we can see a lot of instruments that create sounds of different
frequencies (O;). If the sound is coordinated, we can extract some feeling and
emotions as a state of our mood (P;) that the music placed us in. Intellectual
analyze can describe our mood by words (®;) and think about links to a higher
order (I;) — i.e. what the author wanted to say if he composed this song, etc.
Understanding of all of the details yields to a better perception of the details of
the song if we listen to it once again. A better perception a better understanding
more details. The perception process could be repeated until a stable knowledge
is accumulated and the song is understood to a given distinguished level.

We can go deeper and suppose that due to our model we can expect new
features of reality and our perception can aim to this direction. Such a function
could be called the insight sensor, which can direct us to correct details based on
accumulated information. The more accumulated information the higher details
we can register.

From the system point of view, we can not only go into more deeper layers, but
we can extract an archetypal knowledge that is given as the stable state of continual
information observation, perception, processing and creation of the appropriate
model of reality on a given distinguishing level. Archetypal knowledge represents a
clearly defined piece of knowledge that can be understood as the base component
from which complexity can be composed. It is a new way for the description of
a reality rather than the creation of a more and more complex high dimensional
model.

The goal behind this discussion is to have available a set of simple archetypal
models carrying extracted bases of knowledge. For example, in psychology we
can go deeper and deeper in describing a person’s behavior. But there are other
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possible ways to specify archetypal psychological personalities and suppose that
the psychological profile of everyone is weighted with a mixture of these archetypal
models. Each specialization can be tackled in this way. Instead of building a
complex model the archetypal knowledge could be extracted, and the diversity can
be studied through an archetypal knowledge composition.

Archetypal knowledge in music, for example, means the extraction of different
moods represented by a set of features of the song. All other songs could be
a mixture of archetypal songs together with the different moods they produce.
Similarly this applies to architecture, religion, etc.

We can continue with our description of epistemology and suppose that there is
only one reality O; studied by many specialists. Each of them has their own insight
sensor registering different details. If someone has their insight sensor working on
a given level of resolution the expert has a chance to understand themselves and
share their information ®;.

String of symbols ®; is the only instrument we have at our disposal to commu-
nicate and to express our accumulated knowledge. It is necessary to understand
both the syntactical part (it is easier task) and the semantical content that requires
the insight sensor to be working on a given distinguishing level.

The sharing of information among experts extends their horizons and yields
to combinations of knowledge from different areas (sharing archetypal knowledge).
The characteristic called exaptation' could be achieved, which means to make use
of the knowledge from different specializations to make progress in our area of
interest.

Let us imagine that we study a city as a complex system [12] and an architect
understands the city from the urbanist point of view and looks at the urbanist
details (in his perception the set of urban archetypal models exists), a sociologist
uses its insight sensor and observes a lot of details about population, a business
specialist looks at the market potential, etc.

Every expert can create his Frege’s diagram [22] of the reality (knowledge com-
ponent), which means to identify different scenarios P; in its specialization as the
optimized simplification of observed (cutout) reality O;.

With respect to the identified scenarios P; the clear understanding (rational
description) ®; is available and each scenario should be included into the context [1]
of higher knowledge I;. The multi-dimensional Frege’s diagram assigned to different
scenarios can be constructed. All Frege’s diagrams are connected through the
reality O;, which is of course unique for all scenarios.

2. Information circuits

2.1 Classical information event

Let us suppose that information is clustered into a higher semantic structure like
our language. For simplicity, we can imagine a set of different events u; each of
them is generally described by a syntactic chain e.g. {0,1, 1,0} of different lengths.

1For example, the analogy between electric, magnetic and informatics was used to make
progress in complex system theory.
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In practical terms, one event can mean e.g. a recommended scenario of future
behavior.

In such a case we have an information signal of a syntactic string of events
{u1,us2,us, ...} encoded into information flow of {0,1}. The value of the event is
hardly the same, so we must count with different qualities assigned to each event.
The scenario of the critical situation is more valuable than the scenario for a normal
situation. Some events carry a low content, some a bit higher.

In the theory of information analogies, the link between the information source
and the recipient must be better analyzed and generalized for the purposes of
complex behaviors. On the side of the source, each event u can be described by
source information content and flow Is(u), ®g(u). The recipient tries to process
the event u in its environment, provides its registration and its understanding.
This process results in the representation of received information content and flow
Ig(u), ®r(u) on the side of the recipient.

For a lot of events u we can suppose that there is no difference between the
information source and the received information. We rightfully suppose that:

Is(u) = Ig(u),
Ps(u) = Pr(u).

For more complex events this assumption is not valid. In social sciences, for
example, we must have a lot of data available (information flow) to identify some
social event (information content). The link between the events originated in soci-
ety and registered by observers having a dynamic time evolution.

2.2 Quantum information event

An occurrence of one event u = 1 can be represented in quantum informatics by a
unique wave function as:
Ylu=1)=1 e,

And the non-occurrence of the event u = 0 by a different wave function:
Y (u=0)=1-e?ro

where numbers 1 or 0 means that the event v has happened or not happed and a
phase ¢ describes how the environment accepts the event u.

The phase difference can be caused either by measurement equipment such as
quantum mechanics, or by an error of the human observer (he/she has glasses and
badly registers the trials), or by natural resistance against the event (the receiving
system does not freely accept the event u) [17,18]. These situations cause basic
discrepancies between the reality (the event u has happened) and the environment
(the event u is or is not registered by its environment).

Using this method of thinking we can add a phase parameter to each realization
of unique event u. Generally, the phase can be different for each registered event
because the environment can be time-varying, and the conditions cannot be the
same in different time intervals.

If we conduct more trials in which the event u happened (and did not happen)
we can count the statistics as an average of these complex numbers. If all events are
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accepted in the same way we can compute the frequency of right trials (probabilistic
description).

On the other hand, if each trial has different phase parameter this situation is
reflected by a value of modulus and phase of the sum of wave representations and
the wave probabilities could be computed as:

i = Vi
o = \/pio.ej'tpo.

The quantum system representation in Bracket or Dirac notation [24] can be written
as:

¢ =1v00) + 4 [1).

It tells us that even though we observed m right fallings of separate events u = 1,
in summary, if we look on N trials as the whole (not separately) we will observe less
or more than m right fallings due to phase interferences among trials. The Holistic
view expresses a slightly different reality than the sum of individual observations
[16,19].

Let us present an illustrative example of five unique observations:

) o (ejwoo,l 0y, + el po2 |O>2) 4 (ej-w,l 1), 4 ele1e 1), 4 eleLs ‘1>3) —
= (ej'ﬂﬂo,l + ej'WO,z) |0) + (ej~g91,1 Ll ei'Wl,S) 1) =

2 . 3
\/;.ej-apo ‘0> + \/;,QJ*M |1>7

where o means equality up to the normalization factor. We can look at the combi-
nation of wave properties (wave probabilistic functions assigned to different states
|0),]1)) and at the corpuscular behavior (falling of different states |0),|1)). This
interpretation given for macroscopic systems is very close to “ghost waves” studied
in quantum mechanics [2]. According to this theory, “ghost waves” continuously
create the space of possibilities according to the quantum wave principles in which
the particle behaves (falling one of the states) as a mechanical object.

Because we can register only the falling 0 or 1 (modulus of wave parameters)
the phases could only be measurable based on statistics (an aggregation of the
set of many realizations). Final phase parameters ¢g, @1 describe the dependence
between statistics of falling 0 or 1. Unfortunately, they do not carry a phase
information about the unique phases ¢ 1, @02, ¥1,1, ¥1,2, ¥1,3. Such information is
lost during an aggregation.

2.3 Classical information gate

The information sources can have the information content assign to the event w
but it cannot be presented because the event is very personal, secret, etc. Such a
situation can be characterized:

I(u) #0,®(u) =0.
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There could exist ways of how to make such information partially visible e.g.
through non-linear information processing® that can cause the modulation of this
event into other events.

On the other hand, the information source may not have any relevant informa-
tion content, but it presents the event u through the information flow (fake news).
In such a case we use the following description:

I(u) = 0,®(u) #£ 0.

There are other situations where any reasonable function between information
flow and content cannot be found:

I(u) #0,@(u) # 0,1(u) # f(®(u)).
The information component with such a feature is called “information norator”
[3].
On the other side, the “information nullator” guarantees zero values for every
situations:

I(u) =0, ®(u) =0.

Transmittance R; or conductance G; assigned to i-th component represents a
linear dependence between information flow and content (analogy to well-known
Ohm’s Law) [22]:

Other information components can include different information sources. Content-
oriented information source means that information content is a constant indepen-
dent of any requested information flow — it is typical for informatics. A Flow-
oriented information source can be defined as a constant information flow even if
the information content is varying.

For the sake of simplicity, let us imagine an information subsystem as an input-
output information gate that issues from a matrix representation in the following

form [9,17]:
I _ te tp I T I
‘I)Q o tc td (I)l - '1)1 ’

where the matrix T is called the transmission matrix.

The basis of information systems is the ability to interconnect individual infor-
mation subsystems, or in our case, input-output information gates. It is very easy
to imagine the serial or parallel ordering of these subsystems into higher units. A
very interesting model is feedback of information subsystems because this leads to
non-linear characteristics, information systems defined at the limit of stability and
other interesting properties.

21f you would like to know about this kind of information, you cannot ask for it. It is necessary
to discuss the story in which this information appears. Emotions play a very important role.
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It is hard to find an appropriate system to combine the characteristics of the
different information subsystems described above, but it is possible to create a
group of subsystems — system alliance [26], where these characteristics can be
combined appropriately.

2.4 Quantum information gate

Let us define the wave information flow and the wave information content [20]
assigned to input-ouput information gate:

Ve =ap1 - |P1) +as2, |[P2)+--+as N |PN),

Yr=oq1- L) +arg )+ +an - [In),

where ®¢,...,®y and I,...,Iy are possible values of information flow and infor-
mation content®, respectively. Complex parameters a1, ...,ae y and ar1,..., Q1N
represent wave probabilities [20].

The information power can be expressed as follows [24]:

Ypr=ve @Y1 =ap1-a11-|®L,LI)+ - 4+as1 N |[PLIN)+.
Fasy-orc P IN)+ - Fas N o | PN, I,

where symbol ® means Kronecker operation [5] for vectors transformed into multi-
plication, each i, j-th component |®;,1;) represents a particular value of informa-
tion power that characterizes the falling / measuring of the information flow ®;
and the information content I;.

Multiplication of different combinations of the information flows and contents
|®;,1;), |®k,I;) can achieve the same information power K,:

‘I)ZIJ %‘I:'k‘llf-tiKT.
Finally, an information power in renormalized form can be expressed as:
Ypr =B |Ki) + B2 [Ko) + -+ B8, [Kp) + ...

This approach yields to the resonance principle between the information flow and
information content.

3. Classical physics — information analogies

3.1 Electrics — information analogies

In the current state of information analogies, an electric circuit with its electric cur-
rent [coulomb per second] and voltage [Joule per coulomb] represents the analogy
of an information model with quantities:

3Different variants of information flow and content mean the different point of view on the
studied system.
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— Information content — I [Joule per bit] defines the model of a real system to-
gether with its appropriate features and suitable control strategies (extracted
uncertainty of data flow, data interpretation, model structure identification,
model parameters’ estimation, mixture of multi-models, model’s verification
and validation and model-based control)

— Information flow — @ [bits per second] describes the syntax strings of data flow
assigned to a real system (data collection and signals transmission to/from a
real system).

The information model only works with available information and creates a suitable
representation of a real system. In the electric analogy, Joule per bit means the
energy required for finding the most suitable model for a real system.

3.2 Magnetic — information analogies

The magnetic circuit with the magnetic flux ¢ [Joule-second per coulomb] and with
the magnetomotive force (mmf) F' [Joule-second per coulomb] represents the action
assigned to one coulomb. Action is an attribute of dynamics of a physical system
from which the equation of real motion can be derived. In this paper we will rather
use the “rate of magnetic flux” ‘é—‘f in [Joule per coulomb] which is related to the
energy flow (energy transmission) carried by a coulomb.

In information analogies it means the changes of a real system to achieve more
energy. Such approach is like the Kauffman’s principle of self-organized agents [8]
continuously looking for more and more sophisticated ways of obtaining energy.

The electric — magnetic transformation can be modeled by a gyrator as it is
shown in Fig. 1. On the left side there are electrical parameters: v — electric
voltage, i — electric current and on the right site there are magnetic parameters: F

— magneto motive force (mmf) and d®/dt — rate of magnetic flux (® is not bold).

f = KN

+ +

Fig. 1 Gyrator model of electric / magnetic transformer [7].

For a winding of N turns we can write:

The magnetic circuit (right side of Fig. 1) represents in an information analogy a
modification of a physical system based on the available information (left side of
Fig. 1). With respect to this it is possible to define two new information parameters
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assigned to a real physical system (to distinguish the right side of Fig. 1 we use the
term ‘knowledge-based’):

— Knowledge-based action A [Joule-second per bit] — Magneto motive force
(mmf) can be interpreted in magnetic-information analogy as an action that
describes the amount of energy* that could be obtained from a real system
based on one-bit of information during one second. Different changes of a
real system yield to different values of physical actions. Information flow ®
from an information model identifies actions in the real world. On the other
hand, new actions (in the real system) can generate new information flows
or, in other words, a new modification of the information model.

— Knowledge-based energy flow E — the rate of magnetic flux d®/dt in the
magnetic-information analogy can be interpreted as knowledge-based resources
extraction. The information content I represented by the information model
enables us to realize changes of the real physical system (changes in structure,
organization, processes, etc.) in such a way that new resources of identified
energy could be extracted. Parameter E describes the speed of flow of the
extracted energy in [Joules per second].

3.3 Illustrative example— smart city transport modelling

We can imagine a transportation system in a closed urban area (smart city district)
that must be controlled by coordinated strategies of traffic lights [23]. First, it is
necessary to build a model of the urban area using historical traffic data. The
model can explain the traffic behavior on a given resolution level. If we collect
on-line traffic data from traffic detectors the model must decide which is the most
appropriate scenario (traffic control strategy) to use. In our terminology it means
that we have the information gate with input information — ®1, I given by collected
on-line traffic data from the urban area ®; and the historical knowledge 1.

The information gate processes the input data ®;,I;and based on the traffic
model, decides which control scenario I, is the best one for current situation.
According to the scenario the appropriate control signals ®, are distributed to the
traffic lights. Such an information gate is a typical example of the electrical analogy
where we are working with the input / output data flows and the information
contents as it is shown in Fig. 2.

D, . .- O,

Fig. 2 Information gate — the control based on the selected scenario.

The values @9, I are transformed into the real traffic system (analogy to electric
/ magnetic transformer) where they cause the knowledge-based actions A; (new

4The new source of energy that can be exploited using available information
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cars’ flows). There are many possibilities, but we expected that the model ®9, 15
has recommended to us the best variant® of how to optimize (Fig. 3) the saved
energy flow F; (minimum air pollution, minimal cars’ stops, maximal speed of
traffic flow, etc.) of the urban area.

:I:_ - . E

Fig. 3 The information transforms into a knowledge-based action and energy flow.

We noted that there could be some changes to the real system made without the
information model. Local knowledge can be applied to react on some unexpected
events. On the other hand, we can also expect a reduction of dimensionality to the
studied system because of only a partial observation (cutoff). Such changes can
also be modelled by the gate shown in Fig. 4.

The model transforms the original values F4, A1 into the new ones Es, As.

E * - E

Fig. 4 The model of changes on the side of the real system.

Next, we observed the behavior of the traffic subsystem Fs, As. We identified
new pieces of information that can be measured on the real physical system. For
example, we have at our disposal the on-line GPS (Global Positioning System)
with positions assigned to some vehicles®. By their processing as shown in Fig. 5
we obtain more detailed model of the physical system ®3,15.

f‘.‘: - o D,

Fig. 5 The information extraction from the real system.

The extracted information (analogy to magnetic / electric transformer) from
the real traffic system ®3,I3 can be used as an input information feedback to

5The best variant should fulfill the condition of the least actions, but it is difficult to achieve.
So we only accept a good strategy.
6We only observed in detail a part of the transportation system.
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the original traffic model ®1,I;. The better input information ®,I; the better
control strategy ®9,I5 and so on. The performance parameters [21] can be used
for complex system assessment.

The illustrative example presents the links among information gates and the
behavior of a real physical system. The advantage of electric / magnetic analogy is
that it can easily be combined with both the real and the information components
of studied system. We can order these components into more complex structures
including feedbacks. Using this approach, we can model complex systems covering
both their real and virtual parts.

4. Quantum physics — information analogies

4.1 Quantum features

The quantum approach is appropriate for quantum logic that combines the parallel
existence of different events or processes. We can use this instrument for modelling
the synergies among different parts of reality. For example, in our brain we have
a lot of incomplete information obtained in different time intervals under specific
conditions.

There exists a lot of paths with similar characteristics. Due to high redundancy
of the neural networks we can find many parallel paths with the same measurable
probabilistic characteristics (same modulus of input / output probabilities). The
observer cannot distinguish among them; however, each path can carry different
phase. Switching among parallel paths leads to information coding known in radio-
electronics as phase modulation.

Other question asked related to quantum information system is how to use the
inner quantum states. Due to quantum features we have not only two states 0,
1 like in classical informatics but due to phase parameter we have four possible
variants of g-bit: registered 0, registered 1, registered neither 0 nor 1 (empty set),
and registered either 0 or 1 (both variants). Even if we cannot register the pure
values 0 or 1, it is still possible to distinguish between the other two variants:
empty set (neither 0 nor 1) and both variants (either 0 or 1). It means that the
inner states could also be used for quantum information coding.

4.2 Quantum superposition

Let us have N variants of the available information flows &, and the information
contents I; assigned into the event or process’:

élaéQP"7‘i)Nvilai25"'aIN

Due to the assumption of linearity we can sum them up to achieve the final values
of the information flows and the information contents as follows:

|®,) = [0,0,...,0)=10),
|Il> = |070370> = |O>7

7 We do not distinguish in this example between the source and recipient of information
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[®s) = |1,o,...,o>:«i>1>,

L) = |170,...,0>=il>,

[®3) = |1,1,...,0>:<i>1+<i>2>,

L) = |1,1,...,o>:il+ig>7

®N) = |1,17...,1>:@1+§2+...+¢,N>’
Iv) = |1,17---,1>:L+ig+~-.+iN>.

The quantum information flow and the information content can be represented
as a superposition of above defined N-variants:

Ve =01 |P1) tass |P2)+ - +as N |PN),

Yr=or1-I)+oare-|I)+--+oarn-[In).

Widely accepted criterion is the information power that requires optimization of
both information flow and information content. For example, the 4, j-th combina-
tion yields to the following information power:

|Pi,j>:|<§i,1j):‘(§1+0+---+<§i+...)-(il+0+---+ij+...)>.

The values |®1) and |I;) need not be strictly zero. We can suppose that there
exists some positive or negative information background given e.g. by common
culture, education, experience, evolution. Observers do not perceive the informa-
tion background behind the events, but it has an impact on the events’ energy. If
we imagine a negative information background it takes more energy to achieve the
positive information content that orders the system. Maybe we can define the term
information ecology that guarantees the positive information background.

4.3 Illustrative example — Quantum information gyrator

In [10] the information gyrator was firstly introduced. The gyrator is composed of
information components like information nullors, information norators and infor-
mation conductancies.

The information gyrator shown in Fig. 6 was used for the representation of the
brain linear and nonlinear resonance phenomena [6]. A top-down expectation I is
flowing to the short-term memory (STM) as information flow ®;. The bottom-up
information flow ®, carry the more relevant information content I; to long-term
memory (LTM).

If the output of the information gyrator is terminated by the information ca-
pacitance®, then the input of this gyrator behaves as an information inductor.

8The information capacitance is a natural model of LTM or STM memories.
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0]

2 )

Fig. 6 Resonant connection with information gyrator [10].

If the input information flow @ is connected to short-term memory (capacitance
(1) then the resonant connection with the resonant frequency is obtained:

1 D?
2.1 /Ci- Co,

where D is a real constant. Consciousness seems to be the superposition of par-
allel quantum processes (different components of the brain connected through en-
tanglement). Each process represents different knowledge both either historical
experience or a future imagination (different scenarios of further development or
fantasy).

All knowledge coded into the neural network is linked through quantum fea-
tures. Rational thinking means to reduce a complexity of the possibilities’ space to
some tackled dimension (falling to the subset means a reduction of dimensionality).
Thinking means going through the imaginable subspace of possibilities and recall
the forgotten ideas due to its link to other information.

Let us imagine the quantum example of the information gyrator with a set of
superposed information flows and contents:

fo=

P(P1) x| Pr1) a1 | Pro)+ o N PN,

P(P2) X gy - [Po1) + o [Poo)+ -+ asn - [Pon),
YI) o fra-Tip) + Bz i)+ +Bin- TNy,
Y(Io) o Ba1 - Tan) + Baz - [I22) + -+ Ban - [I2n) -

It means that we have at our disposal a lot of overlapping variants of information
flows and contents both in STM and LTM that were created e.g. under different
conditions or in different time periods. Because of the opinion and experience’s
diversity some information contents can be contradictory.

The gyrator input can be composed of a set of i-th input components I ;, ®1 ;
(a left side marked as 1 can represent a short-term memory STM) and the output
of a set of j-th component I ;, ®5 ; (a right side marked as 2 can represent a long-
term memory LTM). Theoretically, the set of parallel working gyrators” with their
unique resonance frequencies is emerging. Each resonance maximizes information
content assigned to the combination I ;, @ ;,I2 5, ®2 ;.

In summary it yields into superposition of different resonance frequencies. From
radio-electronics it is known that except for pure resonance frequencies assigned

9Their number is 4 multiplied by j.

547



Neural Network World 6/2018, 535-550

to the combinations I ;, ®1 5,12 j, ®2 ; there are also created combined frequencies
known as higher harmonic components. The more variants of information gyra-
tors Iy 4, ®1 4,12 5, P2 ; the more different frequencies can occur and the ability of
information coding is increasing.

Considering all frequencies’ variants, it is evident that a complex web of frequen-
cies can be created. If we take each frequency as the carrier of modulated informa-
tion we can bring the speculative hypothesis that our consciousness is modulated
in this brain network.

The problem of high redundancy in the brain [4] is often solved through time
resolution. It is expected that the fastest reply is the best one because of the short-
est processing line based on accumulated knowledge. Such a situation is typical
for the left- and the right-hemisphere. Both hemispheres can process the same
information but due to specialization the proper one gives the fastest result.

5. Conclusion

In this paper a theory of a complex system was presented by using information
analogy with both classical physics (electrics and magnetic circuits) and quantum
physics (quantum mass parallelism and logic). The key idea is that we recognize the
information flow and the information content as the main quantities in informatics
as e.g. electrical current and voltage is used in electrical engineering. With respect
to this idea the known mathematical instruments of electrical / magnetic circuit
modelling can be applied to the modeling of complex systems.

Quantum extension of information model enables the simultaneous tackling of
many superposed variants (different points of view on studied system) or in other
words can work with many mutually dependent scenarios. The complex systems
can be modeled as serial, parallel or feedback ordering of different quantum infor-
mation gates. The achieved results can be seen as a feasibility of these analogies
to tackle difficult complex system models.

Another result is the clear separation between an information source and an
information recipient. The recipient sometimes cannot be able to process the
transmitted information and it uses only its part. The interconnection between
an information source and an information recipient could be very complex and
may include non-linearity, hysteresis and also resonance relationships [10]. The
presented model can consider such situations.

The achieved results shown on illustrative examples can be seen as a feasibility of
these methods to tackle difficult complex systems [11,13]. The illustrative examples
given above can be extended into more dimensional case. Time varying parameters
could be also included. Due to high redundancy there are many variants available
of solutions that can occur.
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