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Abstract: Biomedical imaging, archiving, and classification is the recent challenge
of computer-aided medical imaging. The popular and influential Deep Learning
methods predict and congregate distinct markable features of ambiguity in radio-
graphs precisely and accurately. This study submits a new topology of a deep
learning network for chest radiograph classification. In this approach, a hybrid
ensemble fusion of neural network topology can better diagnose ambiguities with
high precision. The proposed topology also compares statistical findings with three
optimizers and the most possible varying essential attributes of dropout probabil-
ities and learning rates. The performance as a function of the AUCROC of this
model is measured on the Chest Xpert dataset.
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1. Introduction

With the start of 2020, the most dangerous and death-causing disease the whole
world faces is chest disease. Some disorders are chronic, contagious, and even life-
threatening. The in-time diagnosis and sufficient precautionary measures can only
prevent a person from the severity of the disease [28]. Practically it is unbearable
to predict the future of medications, which fetches several hopes, doubts, and
confusions to the theme. Artificial Intelligence (AI) [53] provides many surprises to

∗Department of Computer Science; Hamdard University, Madinat al-Hikmah Hakim Moham-
mad Said Road, Karachi-74600, Pakistan, E-mail: sultana.saima@hotmail.com,

†Syed Sajjad Hussain – Corresponding author; Faculty of Computer Science, Shaheed Zul-
fikar Ali Bhutto Institute of Science and Technology, SZABIST, Block 5 Clifton, Karachi-75600,
Pakistan, E-mail: sshussainr@ieee.org, dr.sajjad@szabist.edu.pk

‡Electrical and Computer Engineering Department; Universiti Teknologi PETRONAS, Per-
siaran UTP, 32610 Seri Iskandar, Perak, Malaysia, E-mail: manzoor.hashmani@utp.edu.my

§Department of Electrical Engineering; Usman Institute of Technology, ST-13, Block-7,
Gulshan-e-Iqbal, Abu-Hasan Isphahani Road, Karachi-75300, Pakistan, E-mail: jawwad@uit.edu

¶Faculty of Engineering, Sciences & Technology; Faculty of Computer Science, IQRA Univer-
sity, North Karachi Campus, Sector 7b North Karachi Twp, Karachi-75850, Pakistan, E-mail:
zubair@iqra.edu.pk

©CTU FTS 2021 191

mailto:sultana.saima@hotmail.com
mailto:sshussainr@ieee.org
mailto:dr.sajjad@szabist.edu.pk
mailto:manzoor.hashmani@utp.edu.my
mailto:jawwad@uit.edu
mailto:zubair@iqra.edu.pk


Neural Network World 3/2021, 191–209

the technological world, and Deep Learning is one of the most advanced, flourished,
and well-groomed arenas to unveil many wonders to humanity around the globe.
A set of neural networks systemized to mimic human cognitive behaviors and infer
distinctive patterns from provided imageries data to classify subjective customs. So
that neural networks layers classify, absorb and aggregate a distinct set of features
to bound them with high precision and accuracy [13].

The deep neural network ensures new prospects of chest disease discovery. One
of the chief causes of raised mortality is a permanent slit in recognition of the
diseases. Several Deep Learning networks were industrialized during recent decay
to investigate digital chest radiography for abnormalities. Cope up with latent,
potential shortenings, scarcity, and unavailability of human expertise [2].

2. Background

A crafting machine has ever fantasized pioneers that they dreamed. The times of
antique Greece craving dates back, and the mythical figures Pygmalion, Daedalus,
and Hephaestus may all inferred as legendary originators. Galatea, Talos, and
Pandora may all regarded as artificial life. With the invention of computers having
decision capabilities, a soft shock of curiosity grasps the minds of the inventors
that machines could develop intelligent behavior. So Artificial intelligence (AI)
is exposed to the world for the novel exciting arena of Artificial intelligence (AI)
[46]. Fundamentally, Artificial intelligence affords high grades of decision-making
support to the machine. Consequently, numerous progressions of human life became
automated. To make artificial intelligence sufficiently advantageous many related
concept visualizations adhered to novelty. Machine learning and deep learning are a
sub-part of that [22]. Learning procedure leads to knowledge, reflects in absorbing
novel ideas and themes [24]. Deep Learning algorithms enthused with humanoid
intelligence entitled ANN (artificial neural networks) [32]. Deep Learning acquired
sky-rocketed eminence in the sphere of duration. It excelled as it learned to drive
a driverless car, diagnose numerous diseases, etc.; in the Deep learning network,
“Deep ”represents a keen value of layers in the system [29]. The term deep learning
was coined by Geoffrey Hinton, utilized his approach in the ImageNet contest won
for lessen error rate from 25.7% to 15.3% [15]. CNN consent the neural network
to progress parameters in many spatial spots of imagery data and enhances feature
learning briskly [42].

3. Literature review

Chest radiography is one of the vital assessments under consideration of automa-
tion. The improved and better accuracies value for the same radiographs depicts
the reliability of automated computer-aided diagnosis. So [23] utilizes and proves
the validity of dataset training at DenseNet 121 in terms of AUC [41]. This study
compares the state-of-the-art DL systems and populations. A comparative state-
ment varies the feasibility among CAD4TB, Lunit INSIGHT, and qXR datasets
from different regions [34]. The next study makes use of the pre-trained model on
the Chest X pert dataset. It also unlocks the fact that a wrong understanding of

192



Sultana S. et al.: A deep learning hybrid ensemble fusion for chest radiograph. . .

disease causes miss-treatment these kinds of entitlements explain about 40%−54%
of radiology-related medical misconduct cases. The study examines the accuracy
of 4 out of 14 diseases of the Chest X Pert dataset. It proposes a network built on
pre-trained VGG, developed by Oxford University. It calculates Macro averaged
precision: 0.3087 Micro average precision: 0.4520. The pioneering work for chest
radiographs was done in the research study [14] when the author developed a nat-
ural language processing model to extract features regarding Bacterial Pneumonia
and acquired a result as Recall: 0.94 and Precision: 0.86 in comparison with the
pathologist.

The research represented in [39] is an inter-domain comparison of three radio-
graphic data repositories trained at DenseNet 121 for better AUC values. [21]
consists of 1000 x-ray images include mutual positive and negative images for tu-
berculosis features identification. Make use of pre-trained networks and contributes
to improving the AUC value of VGG19 [43]. It develops 121 layers CNN, named
Chest X Net trained on ChestX-ray14. In that era, the primary openly obtainable
chest X-ray dataset, consisting of over 100, 000 frontal view X-ray images with 14
illnesses. The Performance of Chest X Net was measured in terms of F1 scores,
with four Radiologists. The research study [9] applies CNN on two datasets, i.e.,
MNIST [10] and CIFAR-10 [30]. Calculates their accuracies and discusses the
model in depth [27]. The study provides the current state of the artwork for
chest radiography in deep learning. It also delivers a satisfactory investigation of
various neural network architectures. Another milestone research study describes
pulmonary Tuberculosis automated classification by convolutional neural network.
The study is conducted at four de-identified HIPPA-compliant dataset examined
at AlexNet and GoogleNet [26].

4. The dataset

The Deep neural network learning prerequisite is a massive dataset with dense
crowd interrelated features of images. Deep Learning requires an enormous collec-
tion of images to learn the interrelated features accurately. With an adequate dense
collection of images, the Deep learning model absorbs the features more precisely
and much confidently to train the network [35]. These features are afterward classi-
fied into distinct classes, subjects to the grouping by the neural network model. In
comparison with image datasets, medical image datasets are scarce. Relatively very
few medical image datasets are available for deep learning requirements. With the
obtainability of medical imaging datasets, various subjects of confidentiality and
secrecy rise. Henceforth deep learning model utilizes publicly available datasets for
learning features and classification.

Specifically, Chest radiograph datasets are scarce; the Chest X Pert dataset
[23] is a publicly available chest radiographic dataset and nominated to prove the
validity of a neoteric deep learning model. The dataset is a gigantic and labelled
crowd of 224, 316 grey-scaled, two-dimensional chest radiograph images; the train-
ing set consists of 65, 540 patient’s chest radiographs and is classified into 14 distinct
classes. For validation, the current study considers five categories, named Atelec-
tasis, Cardiomegaly, Consolidation, Edema, and No Finding. Among all, these
first four are pathological findings, and the last one contains none of the symptoms
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matching from any of the classes so, these are normal radiographs [41].
Fig. 1 describes the images in the quantitative manner of Normal and abnormal

images for training, testing, and validation of all obsessive discovery individually.
For training, the Chest X pert dataset is divide into a 70 − 30 ratio. 70% of
radiograph images are dedicated to the training of the network. At the same time,
the residual 30% for radiograph images in reserve for testing of the network. The
collection of images for different diseases oscillates from rare to multiple thousands.
So the dataset is exceptionally wonky, twisted, and shaky [34]. Fig. 2 shows positive
label intensity of pathological findings selected for current study. The Chest X Pert
dataset contains grey-scaled uniform, JPG format images, Which contain x and y,
like height and width explanation inconsistent pixels of images.

Fig. 1 Chest X pert Dataset all radiographs intensity in terms of positive and
negative findings.

Fig. 2 Positive Label intensity in each pathological finding.

5. Hyper parameter optimizations

The current study considers, performs, and executes both analytical and graphical
comparisons of accuracies and AUCs of all four pathological findings of chest ra-
diographs. The systematic comparison span various learning rate values of three
optimizers, SGDM, Adam, and RmsProp [3]. Each learning rate and optimizer is
analyzed at three variables: Drop out probabilities, AUC and Accuracy measures.
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Considering the least, moderate, and maximum probabilistic values, the current
study judges the efficiency and reliability of the neoteric proposed model HNM.

5.1 Learning rate

The stochastic gradient descent algorithm was utilized for the training of deep
learning neural networks. It is an optimization algorithm for calculating the gra-
dient error of the recent existence of the neural network model by taking training
samples from the dataset [12]. After calculation, it upgrades the bias and weights
of the neural network model with the back-propagation of the error algorithm, the
quantity of the weight and bias upgrade in training identified as the learning rate.
Simply, the learning rate is adjustable, and the tuning parameter represented as a
positive integer ranges from 0.0 to 1.0 for the training of neural networks [51]. The
Learning rate is a core theme to accelerate the process of learning. A greater learn-
ing rate (probably more than 0.4) upsurges the process of learning, while during this
optimization could be compromised. A comparatively lower learning rate behaves
well and learns gradually. Consequently, a vibrant methodology performs better
to keep the learning rate initially greater afterward decayed spontaneously. The
selective compromised degrees are elected on the probing of the précised impartial
and sanitizing all with experimental judgements [16][19].

5.2 Optimizers

For the current study, the below three optimizers, SGDM, Adam, and RmsProp,
have been adopted to validate the neoteric ensemble hybrid fusion of neural net-
works. Based on these nominated optimizers, the functional behavior of distinct
chest diseases has been assessed. Resultantly, the current study reveals the best
of the best performance of classifiers after examining the network from multiple
angles.

5.2.1 SGDM optimizer

To minimize the loss function at every phase, in a negative gradient loss track, the
SGDM updates weights and biases in the network parameters.

θl+1 = θl − α∇E(θl). (1)

Here, l is the iteration and learning rate is α > 0, the parameter vector is θ,
and the loss function is E(θ). The loss function gradient ∇E(θ) is assessed with
the whole training set. The standard gradient descent algorithm utilizes the entire
data set only once [45]. The stochastic gradient descent algorithm could waver
lengthways from the way of sharpest descent to the best. Including a momentum
expression to the parameter updated value is a means to diminish the fluctuation.
The stochastic gradient descent with momentum (SGDM) update is

θl+1 = θl − α∇E(θl) + γ(θl − θl−1), (2)

where γ demonstrates the influence of the preceding gradient phase on the recent
iteration, this value could be specified using the term “Momentum” name-value

195



Neural Network World 3/2021, 191–209

pair argument. It is dedicated to training a neural network with the stochastic
gradient descent momentum algorithm. The initial learning rate value is specified
as α [6]. The SGDM is an essential process; here, in this technique, momentum is
accrued with the gradient of the previous step in making use of the only gradient
in the current level for direction detection [4]. In this technique, the gradient
is retrained from the preceding iteration then multiplied with “the coefficient of
Momentum” which is the ethical part or percentage of the gradient retrained in
each iteration. It adds rapidness and conjunction to the whole process.

vj ← nvj − α∇w
m∑
1

Lm(w), (3)

wj ← vj + wj , (4)

n = The Coefficient of Momentum,
vj = The Retrained Gradient.

Momentum Ravines of the data create problems for SGD. These are sharp sur-
faces of a dimension in comparison to others and mutual among resident goals.
SGD fluctuates among the grades of the gorge for such situations [20].

Momentum is the process of speeding up SGD in the pertinent track. It reduces
fluctuations with the help of the addition of the value of fraction γ to upgrade other
benefits with the current update vector.

In a practical approach, loss function l(θ) must be minimized, and the model
parameter(s) is θ. In the modern deep learning approach, the best practice is to
use SGD with step size λ to gear up training procedure by including momentum,
applied to update rule [17].

The Gradient equation: gt = ∇θ′(θt− 1),
The Momentum equation: mt = µmt− 1 + gt,
The Update equation: θt = θt− 1− λmt .

The tunable momentum parameter is µ, which simultaneously gear up converge
power. The optimization of neural networks proved experimentally received bene-
ficial aspects with momentum. The gt is figured as an estimation of a mini-batch
of training data. SGD could grasp the universal least value of a neural network
even though none of the lines operations are inapplicable to step size for the whole
process of classification [54].

5.2.2 ADAM optimizer

The Adam optimizer makes use of a parametric update identical to other optimiz-
ers, Root Mean Square propagation (RMSProp), with an additional momentum
expression of both the parameter gradients and their squared values.

ml = β1ml−1 + (1− β1)∇E(θl), (5)

vl = β2vl−1 + (1− β2)[∇E(θl)]
2, (6)

196



Sultana S. et al.: A deep learning hybrid ensemble fusion for chest radiograph. . .

θl+1 = θl − αm
i

√
vl + ϵ

. (7)

Here, β1 and β2 “GradientDecayFactor”, and “SquaredGradientDecayFactor,”,
name-value pair arguments, respectively [25].

The “adam” optimizer combines the functionality of both rmsprop and SGDM
as,

vt = β1vt−1 − (1− β1)gt, (8)

st = β2st−1 − (1− β2)g
2
t , (9)

∆wt = −n
vt√
st + ϵ

gt, (10)

n = initial learning rate,
gt = gradient at time t laterally wj ,
vt = Exponential standard of gradients alongside wj ,
st = Exponential typical of squares of the gradient along wise wj ,
β1, β2 = Hyper constraints.

It acquaintances a standard of the gradient with the tetragonal of the gradients
for each standard [11].

5.2.3 Rmsprop optimizer

The rmsprop stabs to reduce fluctuations, but in the entire variable manner com-
pared to SGDM [7]. It again automates the process and takes far away from the
necessity of learning rate adjustment. It equips each parameter with a variable
learning rate. For every parameter, a distinct update was done through the below
equation [37].

vt = pvt−1 + (1− ρ)g2t, (11)

∆wt = −
n√

vt + ϵ
gt, (12)

wt+1 = wt +∆wt, (13)

n = primary learning degree,
vt = Exponential mediocre of Squares of incline,
gt = gradient at time t laterally wj [40].

5.3 Drop out probability

The term Dropout is a viable technique, targets the fundamental issues of neural
networks. It prohibits overfitting and opens the doors of possibilities for the combi-
nation of distinct neural network architectures efficiently [38]. The procedure works
by dropping out various hidden and visible units in a neural network. With the
dropping unit and all its incoming and outgoing connections, the network virtually
becomes shrinking in the number of nodes. Logically, every unit is sustained with
a static probability ‘p’ liberated of all other units. The value of p gets its optimal
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probability grading closer to 1. The moderate at 0.5 for a wide variety of networks
and tasks acquire the least grading at values closer to 0 [31].

The convolutional neural network contains numerous parametric configurations.
Some help maintains and improves the quality and standard of network training,
while others play an active role in keeping safe from divergence [36]. Silently, many
parameters could divert the neural network training towards overfitting, which is
due to the shortage of control parameters of the learning process [50].

Numerous networks usually get trained as the model combination for securing
overfitting. Dropout resolves the problematic arena by dropping a part of units ar-
bitrarily in probability 1−p or p. Viably. Dropout makes the network differentiable
with a distinct thinning than the standard neural networks [48]. Advantageously,
it improves the model’s confrontation for overfitting and is a primary cause of fas-
tening in the training procedure. These thinned networks rituals a model blend to
make all neurons involved in prediction and overfitting is prevented [49].

6. A neoteric topology – hybrid network model

As neural networks have ample dimensions to learn and innovate in their domain,
the arena of medical imaging requires automation to chase accuracy and precision.
A neoteric ‘Hybrid Network Model’ (HNM) is projected to obtain the subject.
The network topology observes the real events in command to attain the Best
accuracy. The neoteric topology is anticipated and intended primarily for chest
image radiographs. It proceeded the input in two dimensions (2D) and provided
to the neural network by execution in augmentation on the data. The designated
Chest X pert dataset is intersected into a ratio of 70% for training resolution and
residual for testing determination. For validation, a distinct 200 patient’s chest
radiographs were offered.

The projected neural network is trained for the radiographs to obtain the Best
accuracy. Neoteric HNM is consists of many layers to recognize and classify features
in a particular classification. A Hybrid Network Model (HNM) is a different, work-
ing, purposeful, and state-of-the-art influence on society. The influential target is
the medical imaging arena for healthcare betterment by precise findings.

A fusion of CNN and the Bi-LSTM layer performs its convolutional and classifi-
cation operation in the proposed HNM network. There are many more studies that
experienced hybrid models [18]. The hybrid model comprises more than one classi-
cal network [52]. These networks complement the functionality of different neural
models. The fusion of networks adheres to support and enhance the productivity
of network models [1]. With the inspiration of the current state-of-the-art neural
networks, a neoteric deep neural network, “Hybrid Network Model” (HNM), is
developed [5]. It takes a radiograph as an input image and classifies them into four
distinct classes, namely, Atelectasis, Cardiomegaly, Consolidation and Edema. It
is visualized through Fig. 3.

The HNMmodel comprises six CNN layers combined in a parallel fashion. Fig. 4
shows it visibly. The 2D chest radiographic input reaches each CNN layer concur-
rently as all are joined together in parallel mode. A concatenation layer receives Its
convolutional resultant. After concatenation, the resultant of parallel CNN layers
are fed into the next three series CNN layers. Afterward, the only selected features
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Fig. 3 The Schematic diagram of HNM classifies the radiographs into four distinct
classes.

are passed into three Bi-LSTM layers consecutively, attached serially. Eventually,
the resultant is submitted by Fully Connected Layer to classify them accordingly
in respective categories [52].

Fig. 4 The Schematic network model of Ensemble Hybrid Model – HNM.
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7. Discussion

The performance evaluation takes place in consideration of three varying Drop out
probabilities as 0.1, 0.5 and 0.9, in contrast with two varying Learning Rates as 0.01
and 0.02 for three considered optimizers as ‘SGDM’ , ‘adam’ and ‘rmsprop’ [8].
Each pathological finding is gone through every possible combination of assessment.
Each pathological finding is assessed based on the AUC-ROC values found [33]. A
higher AUC value advocates better performance [44]. The current study considers
the pathological finding radiographs for assessing image size 28× 28 with a single
channel, as shown in Tab. I. The network model HNM takes input 2D data in
28× 28× 1 format. 28 is the height, 28 is the width of the image in pixels, and 1
is the number of channels. The CNN layers consist of the Convolutional 2D layer,
Batch Normalization Layer, Relu Layer, and MaxPooling2DLayer. At the same
time, Bi-LSTM layers are accompanied by dropout layers. These Dropout layers
play a vital role and affect the whole selection and classification process of the
radiograph [47]. The configuration is described in the Tab. I. All assessments took
place at a single CPU Intel processor. The time for processing any pathological
finding is not measured by any means.

The existing state-of-the-art scores [39] of DenseNet 121 in Fig. 5 show that
each pathological finding is assessed at Adam optimizer. At the same time, all
pathologies are compared with a neoteric fusion of hybrid ensemble using varying
dropout and learning rate values at different selected optimizers.

For the Atelectasis AUC values in Fig. 6, comparison at numerous parameters,
the current state-of-the-art AUC DenseNet 121 value is 0.693. While at HNM, the
Atelectasis class achieves the highest AUC at 0.7899. For the Cardiomegaly AUC
values comparison, in Fig. 7, DenseNet 121 is compared with AUC value 0.8687,
while HNM compares the same class at numerous parameters and achieves the
highest AUC at 0.8841. The Consolidation current state-of-the-art AUC value
0.732 is compared at HNM with multiple parametric states and achieves the high-
est AUC as 0.8399 shown in Fig. 8. While, the current state-of-the-art comparison
of the Edema AUC values in Fig. 9, is 0.834, and the same class achieves the high-

Fig. 5 Dense Net 121 AUC Values from state of the art for selected findings.
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est AUC as 0.8691 in Fig. 5, at HNM by considering various parametric variables
and Tab. II shows all analytical facts about current research. Fig. 10 advocates
the research training process while Fig. 11 summarizes the research in terms of
confusion matrix for complete research findings.

Fig. 6 Atelectasis AUC is compared along with state of the art and many essential
parameters.

Fig. 7 Cardiomegaly AUC comparison of DenseNet 121 and HNM parameters.

Fig. 8 Consolidation AUC, in comparison of parametric values among HNM and
DenseNet 121.
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Fig. 9 Edema class HNM AUC values parametric comparison with DenseNet 121.

Fig. 10 The Training process.

Fig. 11 The Confusion Matrix for the Best of each class finding.
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8. Conclusion

The innovation and prior finding play an utmost vital role in saving a life. The cur-
rent study concludes via an important yet vital contribution in Biomedical imaging
in hybrid ensemble fusion for Chest radiographs classification. It complements one
more stride towards a better verdict of classification and the proposed neural net-
work HNM is proposed and consequences are validated at Chest X pert dataset.
Judgmentally compares and proves the enhanced and purified upgraded credentials
of classification for distinct features efficiently. The proposed ensemble of CNN and
Bi-LSTM model HNM evidence the enriched AUC values at three pathological ab-
normalities Atelectasis, Consolidation, and Edema in contrast with state of the art
Dense Net 121. In inspiration for the current research study, further novel research
could be conducted in the arena of Deep Learning. More study could lead towards
the significant proof of HNM by consideration of other datasets of the same subject
or could move towards innovations of Deep Learning neural networks. In the same
domain, some of the classes’ performance is poor for the proposed network, so an
improvement of the same study is predictable.
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