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Abstract: An analysis of survey data is a fundamental part of research concerning
various aspects of human behavior. Such survey data are often discrete, and the
size of the collected sample is regularly insufficient for the most potent modelling
tools such as logistic regression, clustering, and other data mining techniques. In
this paper, we take a closer look at the results of the stated preference survey
analyzing how inhabitants of cities in Thailand, Poland, and Czechia understand
and perceive “smartness” of a city. An international survey was conducted, where
respondents were asked 15 questions. Since the most common data modelling tools
failed to provide a useful insight into the relationship between variables, so-called
lambda coefficient was used and its usefulness for such challenging data was verified.
It uses the principle of conditional probability and proves to be truly useful even
in data sets with relatively small sample size.
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1. Introduction

In all kinds of behavioral studies, preference and attitudinal surveys are typically
the fundamental data collection methods. While it introduces many advantages,
such as low cost of study and easy survey preparation and dissemination, this
method bears also several drawbacks, such as low reliability of sample collection,
mainly discrete data collection, and very often low response rate of a complete
survey [1]. As a result, the collected data often consist of a considerable number of
discrete variables and fairly small sample size. This combination makes the appli-
cation of standard mathematical tools used in data modelling and prediction a very
complicated task [2,3]. In this study, we present such an example of survey data of
inadequate size for common data modelling tools. Given that the performed sur-
vey provided only binary and discrete values, available, sample size proved to be
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insufficient for neither logistic regression, clustering nor decision trees [4]. Dolnicar
et al. published a study in 2014 recommending a sample size between 60k and 70k,
where k equals the number of observations (different values of dependent variable).
Dolnicar references an even older study suggesting a sample size guideline of 2k

observations, where k equals the number of features [5]. This particular technique
also seems to be a potential strategy to manage feature “creep” – rapid increase
in number of features examined in a model. If 2k observations far surpass the
observation count, the analyst may also consider reducing the initial feature set in
lieu of increasing the sample size. These modelling methods were unable to iden-
tify underlying data relationships with a statistical significance level of p = 0.051

or lower in our data set. This led to the authors investigation of robust analysis
methods applicable for identifying dependencies between variables in datasets. Ac-
cording to our careful literature analysis, a coefficient is used based on the theory
of conditional probability. The purpose of this paper is the demonstration of new
proposed analysis method for discrete data, on example of the data collected in
international survey on attitudes and believed definitions of a Smart City.

This paper has the following structure. Following the introduction, a litera-
ture review and state-of-the-art analysis are provided. In Section 3, the performed
data collection and research topics are introduced. Section 4 describes the applied
methodology of data analysis and the proposed lambda coefficient. The final sec-
tion provides the results analysis, discussion, and conclusion of the study findings,
respectively.

2. Analysis of discrete data

Our study resolves around the topic of the analysis of discrete data. The most
common source of this data are questionnaires, which are commonly used in prac-
tice. Unfortunately, methods for the analysis of discrete data are not researched
as well as for continuous data. Therefore, it is important to carefully and properly
choose appropriate methods. Discrete data are analyzed with descriptive statis-
tics [6] but we are particularly interested in finding relations between variables of
discrete data. We want to determine who and under what circumstances chooses a
particular definition of Smart City (SC), e.g., a Czech with a secondary education
will choose the 4th definition with high probability.

Such relations can be searched using the Bayesian approach [7]. One of the
procedures is as follows: one selected variable is used to create clusters, and then it
is modelled inside these clusters. However, this method requires a sufficient amount
of data, which are not available in our case.

To find the relations between individual variables x and y, it is possible to use
one of the classification methods which operates with discrete data. In general,
these methods make it possible to determine the output of y according to the
classification of variables x at any given time t.

One of the classification methods for discrete data is a neural network [8],
which allows any relation to be well approximated by a network with a certain

1The data set was experimentally validated on the selected methods with the chosen signifi-
cance level
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complexity and a sufficient amount of training data. Therefore, it is a suitable
method for comparing the results obtained from other methods. However, the
necessary condition is a sufficient amount of data. The disadvantage is that the
structure of the created network cannot be well decoded and thus determination
of the significance of individual variables for classification is (to a large extend)
unknown. The quality of the neural network model can be verified by the accuracy
of data classification [9].

Decision trees [10] work in a similar fashion. They have the ability to describe
even complex relations, but they tend to converge to a very complex tree structure.
Another method worth mentioning is logistic regression [11]. It is primarily used
for classification (prediction) of a discrete variable. Nevertheless, if the discrete
data is converted to dummy variables, it is possible to effectively use regression for
this data as well [12]. All three methods are suitable for the classification of discrete
data, but not always for their analysis and finding relations between variables. The
overview of their strengths and weaknesses is depicted in Tab. I.

Model Decision Tree Neural Network Logistic Regression

Application
scope

Classification
and predic-
tion

General purposes
such as classification,
estimation, predic-
tion, segmentation,
association and oth-
ers

Discrete choice pre-
diction

Estimation
method

Recursive
partitioning

Backpropagation Maximum likelihood

Estimation
time

Fast Extremely slow Moderate

Interpretability Explicit deci-
sion trees / if-
then rules

Implicit “black box” Explicit utility func-
tions

Tab. I Overview of the capabilities of chosen data mining techniques [13].

For this purpose, the lambda coefficient lambda or Goodman–Kruskal lambda
is used [14]. This method tests the relation of individual variables x on y, i.e. the
set xi → y. The principle of the test is to compare the quality of the prediction
y with and without knowledge of x, i.e. from empirical probability functions f(y)
and f(y|x). Where lambda is practically zero, the dependence does not exist or is
completely negligible. The lambda coefficient λ was successfully used in the article
[15] in the field of data analysis using Bayesian networks and conditional probability
functions. The dependencies found between the variables were checked by using
this method. Furthermore, the classification of community data into original and
new clusters was compared in the literature [16] also by using Goodman–Kruskal
lambda.
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3. Performed study

Data for comparative analysis of quality of living in smart cities were obtained
from an online questionnaire survey using the SurveyMonkey platform. Analysis
of quality of living in smart cities was conducted in 2019–2020 for the Czechia, now
broadened to Poland and Thailand with the purpose to determine differences and
similarities between countries and generations.

The survey was translated into English and consisted in total of 15 questions,
of which nine questions where aimed at identifying attitudes towards smart cities
and quality of living, and the remaining six questions examined socio-demographic
information on respondents. Each country shared the survey link.

In Czechia, the collection took place from November 2019 to January 2020. The
survey collection link was disseminated by email to CTU students. It was published
on social network profiles of 13 regional cities and published on Facebook profiles
of two influencers reaching more than 3500 followers. In total, 273 responses were
collected within 91 Czech cities.

In Poland, the collection took place in June and July 2020. The survey col-
lection link was distributed by email to BTU students, universities, and municipal
employees, it was published on social network profiles of 3 regional cities and pub-
lished on Facebook. In total, 136 responses were collected within Polish cities.

In Thailand, with the power of social network, the questionnaire link was dis-
seminated only two days (June 15, 2020) prior to the deadline (June 17, 2020)
solely via LINE, a popular freeware messaging app on electronic devices. One of
the difficulties in the data collection process lies in the fact that Thai people are
non-English speakers. Hence, the respondents are limited to only Thai people who
can understand English adequately well. Within two days of on-line data collec-
tion, 288 responses from Thailand were collected. It is important to note that all
respondents are based in Bangkok and affiliated with Thammasat University as
either lecturers, staff, current students, or alumni.

The questionnaire was distributed in these three countries, but the correspon-
dents did not necessarily have to be nationals of those countries. Therefore, the
fourth category of other countries of origin was created.

Fig. 1 shows the percentage of correspondents in relation to their country. The
picture shows that Thailand has the largest representation, followed by Czechia,
Poland, and a few correspondents from other countries, namely France, Germany
or the UK.

The analyzed hypothesis of the study is that the believed aspects of the Smart
City and preferred solutions applicable for Smart City influence the definition of
Smart City by its inhabitants. In order to study this relationship, appropriate
methods of discrete data analysis are applied as described hereunder.

4. Data and methods used

The data source is a questionnaire with 15 questions, which is described in the
Appendix. This analysis includes only the part of the questionnaire that con-
sists of 5 socio-demographic questions (Q1-country of origin, Q12-gender, Q13-age,
Q14-employment type, Q15-education level) and 3 additional questions from the
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Fig. 1 Correspondents – country of origin.

category individual perception of Smart City (Q3-definition of SC, Q4-aspects and
Q6-solutions). For our study, the collected data were preprocessed so that for each
choice question values from 1 to n were assigned for each answer (n is the number
of available answers for each question).

All data have either logical (binary) or discrete values, and thus the application
of appropriate discrete analysis methods is needed. In our case, these (methods)
are based on probability functions of variables, which are given as normalized
histograms.

For model construction, various approaches were tested – i.e., data occupancy
in individual model categories (output, regression vector, clustering variables and
their subsets).

In our study, we assumed there is a relation between respondents’ definition
of Smart City (y) and socio-demographic characteristics of respondents, believed
aspects and solutions (x) are sought after in Smart City. This analysis was per-
formed on data previously filtered into homogenized clusters. In order to proceed
with data analysis, it is necessary to determine whether a correlation between x
and y exists. As the analyzed data are discrete, an appropriate analysis method
must be used. An example of such a method is a neural network.

In the following analysis, we observe two links among the explanatory variables:
(i) quality of the model created on the basis of the neural network, (ii) the strength
of a link between y and x with help of so-called λ coefficient [17]. The purpose of
data analysis is to determine the choice of definition.

If we take a closer look at the chosen definitions in individual countries, we
can notice differences. Fig. 2 shows that the Czechs chose the definition “Efficient
city” as the most common definition and the Thais voted dominantly for the fourth
definition “City for people” as the best Smart City description, respectively. On
the other hand, Poles dominantly perceived Smart City as a “Technological city”
and “Efficient city”.
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Fig. 2 Choice of definition for individual states (each circular line corresponds to
5% of respondents).

4.1 Neural networks

Artificial neural networks (ANNs) are inspired by the biological nervous system to
model the learning behavior of the human brain. They belong to the methods useful
for approximating data patterns with a certain complexity and a sufficient amount
of training data. In this paper, we focus on the so-called multilayer feedforward
networks (MLFN), which is probably the most popular and widely used network
type in many applications including forecasting. A basic scheme of a feedforward
network is presented in Fig. 3.

Feedforward networks typically comprise three types of layers with neurons [18]:
an input layer (the number of neurons in this layer corresponds to the number of
inputs in the model), one or more hidden layers adding complexity to the possible
mapping function and an output layer (containing nodes for each output variable).
All neurons between the adjacent layers are interconnected and assigned weights.
The hidden and output layer neurons, j, process their inputs xi by multiplying
each input by a corresponding weight coming from neuron i, wji, summing the
product for all links to a neuron from the previous layer, k [19], and adding a bias
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Fig. 3 Example of feedforward single layer neural network.

term zj into a net input vj :

vj =

k∑
i=1

wjixi + zj . (1)

The output of each neuron yj is computed using a nonlinear transfer function
θ (for example sigmoid function) on the net input vj :

yj = θ (vj) . (2)

Training of the feedforward network is done iteratively, using a backpropagation
learning algorithm as gradient descent based on sum-squared error [20]. It adjusts
particular weights between neurons using partial derivations in response to the
error, E, between the output values of the network yl and the expected output
values al for all N training samples

E =
1

2

N∑
l=n+1

(yl − al)
2
. (3)

A nice overview of various applications of neural networks is presented for exam-
ple, in [21,22]. The authors clearly demonstrate the suitability of neural networks
for classification of data that allows determining the existence of a relationship
between quantities. This method, however, introduces a significant disadvantage.
That is, the structure of the analyzed network cannot be well decoded and deter-
mination of the significance (dependence) of the influence of particular variables
on the output behavior is virtually impossible.

With the classification of a model created with neural networks on filtered data,
we investigate how the classification model works in each cluster. The quality of
the neural network model can be verified by the accuracy of data classification [23].
This is expressed using the coefficient of accuracy, A, which is the number of correct
classifications, NC relative to the number of all samples, N :

A =
NC

N
. (4)

This parameter describes the accuracy of the model classification, which is
exactly what we are interested in, in practice. If the accuracy is high, we know
that a variable x affect variable y, but we are not able to assess which quantities
of information do and which do not.
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4.2 Conditional probability and Lambda coefficient

Conditional probability is the probability of an event A outcome being true given
that an event B outcome is true, and is the key concept in Bayes’ theorem. This is
distinct from joint probability, which is the probability that both things are true
without knowing that one of them must be true.

For example, one joint probability is “the probability that a respondent de-
scribes Smart City by definition 1 and at the same time his education level is
Highschool” whereas a conditional probability is “the probability that a respondent
describes Smart City by definition 1, given that his education level is Highschool”
since adding information alters probability. This can be high or low depending on
how frequently respondents with education level “Highschool” describe Smart City
according to definition 1. For discrete random variables, the conditional probabil-
ity mass function of Y given the occurrence of the value x of X can be written
according to its definition as:

PY |X(y|x) = PY,X(y, x)

PX(x)
. (5)

Dividing by PX(x) rescales the joint probability to the conditional probability.
Since PX(x) is in the denominator, this is defined only for non-zero (hence strictly
positive) PX(x). Furthermore, since PX(x) ≤ 1, it must be true that PY,X(y, x) >
0, and that they are only equal in the case where PX(x) = 1. In any other case, it
is more likely that X = x and Y = y if it is already known that X = x than if that
is not known. This concept is further developed and applied in lambda coefficient.

For the reasons mentioned above, we use the lambda coefficient λ, which tests
the relation (dependency) of individual quantities x on y. The examined depen-
dency is verified by the value of λ. In order to define this measure, let x and y
be two nominal categorical variables with joint sample probabilities (proportions)

Pij and marginal probabilities Pi+ =
∑J

j=1 Pij and P+j =
∑I

i=1 for i = 1, . . . , I
and j = 1, . . . , J . When represented in terms of an I × J contingency table with
row variable x and column variable y, Pij becomes the cell entry in row i and col-
umn j [24]. With x being explanatory (independent) variable and y the response
(dependent) variable, the estimated lambda may be defined as

λ̂x|y =

∑I
i=1 Pim − P+m

1− P+m
, (6)

where
P+m = max

j
{P+j}; Pim = max

j
{Pij}; i = 1, . . . , I. (7)

If lambda is close to or equal to zero, the dependence is negligible.
In order to improve the classification capabilities of our model, we applied

homogenization of the analyzed dataset by filtering it with one of the value (E.g.,
we filtered the dataset by Aspect 1 variable into 6 clusters – respondents who
answered 1, 2, 3, 4, 5 or 6 respectively, see question Q4). For each data set of the
filtered variable, we construct models:

fc(y|x), (8)
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where c denotes individual clusters according to our filtering variable (in depicted
example education level), y is the modelled variable (definition of SC ) and x are
explanatory variables.

In each cluster, the lambda coefficient (λ) asses how well each explanatory
variable x explains the variance in y. Lambda has value 0 ≤ λ ≤ 1 and follows as:

λ = (Ey − Exy)/Ey, (9)

where Ey is the number of incorrect predictions in case only the f(y) model is used
for prediction, and Exy is the number of incorrect predictions with the use of the
f(y|x) model (that is, when we use for prediction the information from the realized
variable x).

With the help of lambda coefficient, we are able to determine the difference
between the unconditional and conditional probability of the function f(x). There-
fore, the comparative prediction of y, without and with the use of the tested variable
x respectively, is achieved.

4.3 Model construction

Model construction consists of the following steps:

1. A variable according to which we will filter our dataset is chosen;

2. Data are filtered into homogenized clusters by chosen variables: gender, age,
employment type, education level and country ;

3. The ANN is applied to verify whether filtered data hold a predictive potential
(by calculation of accuracy);

4. The variable definition of SC is modelled (by λ coefficient) with the help of
other Smart City aspects and preferred solutions of Smart City;

5. A comparison of conditional and unconditional probabilities is calculated to
identify variables with impact on resulting P (y).

In the first step, we identify a potential filtering variable that might bear feasible
information for y prediction. With the help of this variable, we then perform
filtering of the whole dataset based on the values of the chosen variable. This
leads to the homogenization of the structure of the predicted data. As shown in
Section 5, this improves the prediction capabilities significantly.

Step 3 is done iteratively for all selected variables according to which we wish
to filter the raw dataset. In the last step, we compare the results of conditional
probabilities in y prediction with the results of unconditional probability. By doing
this, we can examine whether the additional information provided by the condi-
tional probability of known variable x improves the predictive capabilities of our
model.
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5. The results

According to the presented methodology, in the first step a prediction with 3-layer
feedforward neural network was performed. This analysis revealed that the believed
aspects of Smart Cities, above all others, provide useful information for predict-
ing the definition of Smart City among respondents. Moderately high prediction
accuracy of A = 0.681 expresses the relationship between SC Aspect variables
group (Aspect 1 through Aspect 6) and Definitions of SC. In order to improve the
accuracy of the model, the analysis was performed also on data homogenized by
socio-demographic information (i.e., Education level). The results in Tab. II prove
that the accuracy was indeed improved.

Education level 1 2 3 4 5

Occupancy 143 87 138 218 56
Accuracy (A) [%] 88.8 94.2 92.0 82.1 100

Tab. II Accuracy for the education cluster.

Weighted average of the accuracy for the Education cluster equals to A = 0.889.
Similarly, Tab. III was provided for all filtering variables, the achieved accuracy was
transformed into the percentage of successful prediction.

Clusters Education Employment Age Gender Country

Accuracy (A) [%] 88.9 85.2 85.1 80.5 84.1

Tab. III Accuracy for all clustering variables.

Achieved prediction accuracy (A) in filtered clusters reached over 80%, which
is a significant improvement from the initial 68.1% in the unhomogenized dataset.
Thus, it was decided that investigation of the relationships between individual
SC aspects, socio-demographic characteristics, and predicted definition is advanta-
geous in our study. However, although the high accuracy percentage confirms the
existence of the information value in data, the neural network analysis does not
provide us with tools to identify the localization or magnitude of the relationships
between variables in our dataset. This was the motivation for the introduction of
the lambda coefficient as a convenient parameter to investigate this.

In Tab. IV, we present the results of the lambda coefficient calculations for each
aspect in individual clusters homogenized by the education parameter value for
each definition. Furthermore, with bold text and shading of cells we highlighted
values higher or equal than λ = 0.1. Such a value indicates that the examined
combination of the filtered cluster and aspect variables bear information helpful in
SC definition prediction. Values of the lambda coefficient which did not overcome
0.12, are irrelevant as the underlying relationships in the data are not adequately
significant.

2Value chosen experimentally based on previous works
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Aspects of SC
High
School

Bachelor’s
Degree

Master’s
Degree

Ph.D.
Trade
School

1. Transportation 0.082 0.081 0.058 0.079 0.100
2. Society 0.091 0.081 0.106 0.091 0.025
3. Environment 0.091 0.065 0.058 0.036 0.125
4. Economy 0.127 0.081 0.058 0.036 0.100
5. Buildings 0.045 0.113 0.087 0.055 0.100
6. Government 0.055 0.032 0.048 0.061 0.125

Tab. IV Lambda coefficient values for the education cluster.

To be able to determine which aspect influences the choice of the definition, we
present the number representation of each definition answer in different clusters
(Tab. V).

Definition of SC 1 2 3 4 5 6 7 8 9

Aspect 4 = 1 2 2 6 0 1 1 1 0 0
Aspect 4 = 2 1 4 7 9 5 0 0 1 0
Aspect 4 = 3 6 14 1 2 7 1 1 1 0
Aspect 4 = 4 2 4 6 4 6 1 0 0 3
Aspect 4 = 5 1 7 5 6 1 1 0 3 1
Aspect 4 = 6 0 2 4 5 1 1 0 0 0

Tab. V Frequencies for the High School cluster and the Economy aspect.

In Tab. V, the columns list all the choices for the definition of SC (1− 9), the
rows list the selected Aspect 4 (states that Smart City is economically efficient city)
and its rating (all 6 aspects had to be ranked from least to most important in the
questionnaire, so each aspect has a possible value 1−6). Bold text in cells highlight
the most populated answers for Aspect 4. Hence, Tab. V informs that respondent
with high school education level, which for Smart City aspect Economy have chosen
importance value of 1, will most probably chose the Smart City definition number
3 (Technological city).

The same procedure was performed for each combination of homogenized data
and Aspects. From the achieved results, we can confirm that different view on a
particular Smart City aspect has significant impact on the definition given respon-
dents assigned for the Smart City concept.

6. Discussion

In this study, we focused on an essential topic – classification of discrete data. Due
to its nature, such data usually require a large sample size to successfully determine
dependencies among individual variables [25]. Due to the rather small sample size
according to the available studies, logistic regression and clustering methods were
not a viable tool in our case [4]. As an alternative, so-called lambda coefficient
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based on the conditional probability theory was used. Similarly to the results
provided by [16], this study confirmed that lambda coefficient is indeed a viable
method for the classification of data that could not be classified with other tools.
This might be especially effective in a similar case to this study, where although
ANN did provide very good classification results, we were unable to identify the
underlying dependencies in data with the most commonly used tools like logistic
regression, decision trees and cluster analysis. In that case, lambda might be the
second step analysis that helps us to understand the data basis for the accuracy
of the data classification by ANN. Performed investigation confirmed that in light
of this methodology there are underlying dependencies in the data set that can be
identified and analyzed. Thanks to the applied method, authors found that the
choice of the Smart City definition among respondents is not entirely random, and
there are certain characteristics and beliefs of the respondents that influence their
understanding and interpretation of Smart City.

7. Conclusions

Although commonly used analysis tools failed to provide significant results, the
lambda coefficient successfully delivered insight into dependencies in the analyzed
data. Although not much can be said of statistical significance, the achieved results
without doubt delivered an insight into inter-data relationships. The most prevail-
ing definitions of Smart City among respondents are Efficient city, City for people,
Technological city and Sustainable city. By means of conditional probability, we
established that the importance evaluation of the Aspect 4 variable (Economy)
bears an information potential for the prediction of respondents definition of smart
city. Although only four mentioned definitions of SC are possible to predict (due
to the sufficient representation in respondent answers), their frequency presented
in Tab. V proves that different rating of Aspect 4 variable and has impact on
the definition value. Future studies shall focus on broadening the application of
lambda coefficient and possibly identifying it as a valuable step in variable identi-
fication and determination for more complex and profound analysis methods. As
demonstrated in the presented study, lambda coefficient (λ) can be a valuable tool
to understand and analyze prediction capabilities of various variables for models
achieved with ANN. While neural networks can provide a strong classification tool,
lambda coefficient might be a subsequent tool viable for understanding the basis
of ANN accuracy rate.
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Appendix – questionnaire

The questionnaire survey consists of 15 questions that can be divided into three
parts, namely quality of life assessment (Q9-Q11), individual perception of Smart
City (Q3-Q8) and socio-demographic questions (Q1, Q2 and Q12-Q15).

Q1 Where is your home located?

Q2 In what city do you live?

Q3 Which definition do you think best describes Smart City?

1. Ecological city – the city behaves with respect to the environment, tries
to apply smart solutions that eliminate pollution and negative impacts on
nature;

2. Efficient city – the city optimize costs and resources, applies smart solutions
that improve efficiency, reduce costs and shorten duration;

3. Technological city – the city is developing according to the latest technological
trends. There are technologies at every step in the city;

4. City for people – a city develops with respect to its citizens, according to
their direct and indirect needs. The city applies smart solutions according to
a long-term concept that was created together with them;

5. Sustainable city – the city applies solutions that ensure a quality environment
for future generations;

6. Enabling the city – the city develops to give citizens comfort in the form of
the freedom to do what they want;

7. Resilient city – the city is developing to increase resistance to negative influ-
ences and threats. It is installing smart solutions against floods, fires, crime,
etc.;

8. Competitive city – a city that creates an environment for new ideas and
innovations that will make the city economically prosperous and attractive for
companies and people. The city focuses on smart solutions such as innovative
HUBs, connects stakeholders, students and universities, etc.;
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9. Transparent city – the city develops in data collecting and analysing, which
serves better management of the city and citizens. The data are transparent.

Q4 Based on your opinion, what aspects are the most and the least important for
living in the city? Please sort answers from 1 to 6, where 1 is the least and 6 the
most important aspect.

1. Transportation;

2. People (Society);

3. Environment and energy;

4. Economy;

5. Buildings and public space;

6. Government.

Q5 Do you know examples of Smart cities in your country/worldwide?

Q6 Which 3 solutions from the menu you think Smart city should use?

1. Installation of various latest modern technologies;

2. Use of data. New information will be created thanks to the data;

3. Citizen participation. The approach of the office will change, people will be
perceived by the city and the office as a customer;

4. Modern management and administration. The current costs of the city will
be optimized;

5. Communication and information. The transparency of the city’s activities
and management will increase;

6. Intelligent urban transport. Transport from A to B will be faster, safer,
multi-optional and more environmentally friendly;

7. Sustainable public spaces. The city will be safer;

8. Quality services (education, doctors ,. . . ). The quality of life of the popula-
tion will increase;

9. Smart buildings. Ecological buildings will be built in the city with regard to
the future, the environment and the needs of the people;

10. Intelligent energy management system;

11. Use of renewable resources. The city will be more ecological;

12. Other (please specify).

Q7 How smart is city you live in? (where 1 represents lowest, 4 highest level of
smartness)
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1. Not at all;

2. Rather not;

3. Rather yes;

4. Absolutely.

Q8 What are the reasons for your previous answer?

1. I can use smart solutions that really help me and other citizens in everyday
life;

2. I feel that the implemented smart solutions have helped to improve the quality
of living;

3. I experienced some smart solutions during pilot projects I liked;

4. I know about many great smart solutions in my everyday life;

5. I don’t like smart city plans for my city;

6. I don’t understand the benefits of a smart city;

7. I don’t know of any plans or solutions for our smart city;

8. I do not trust city government will fulfill promised visions of smart city;

9. I don’t think smart solutions will help us because they are poorly chosen;

10. I feel uncomfortable living between technology.

Q9 Are you satisfied with quality of living in your city?

1. Dissatisfied;

2. Rather dissatisfied;

3. Rather satisfied;

4. Satisfied.

Q10 Please rate your satisfaction with the following aspects of quality of living in
your city

Quality of living:

1. Safety;

2. Services at the office;

3. Job offers and job opportunities;

4. Shops, restaurants and cafes available;

5. Transport options (metro, trams, buses, bike, car, walk);
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6. Activities and places to spend free time;

7. City management that I trust and am satisfied with its results;

8. Society me and my family live in;

9. Affordable and quality housing offer;

10. Public space around us (greenery, squares, streets, markets,...).

Rate:

1. Absolutely satisfied;

2. Rather satisfied;

3. Neither satisfied / dissatisfied;

4. Rather dissatisfied;

5. Completely dissatisfied.

Q11 Please now rate the same aspects of quality of living according to importance

Aspects of quality of living are the same as in question 10.

Rate:

1. Very important;

2. Rather important;

3. Neither important/ unimportant;

4. Rather unimportant;

5. Completely unimportant.

Q12 What gender do you identify as?

1. Male;

2. Female.

Q13 What is your age?

1. Less than 23;

2. 24-39;

3. 40-55;

4. 56-74;

5. Over 75.

Q14 What is your current employment status? You can choose more options

327



Neural Network World 5/2021, 311–328

1. Employed Full-Time;

2. Employed Part-Time;

3. Unemployed;

4. Retired;

5. Private entrepreneur/ Self–employed;

6. Student;

7. On maternity / parental leave.

Q15 What is the highest degree or level of education you have completed?

1. High School;

2. Bachelor’s Degree;

3. Master’s Degree;

4. Ph.D. or higher;

5. Trade School.
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