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Introduction 

 

This document presents the Deliverable D2.1d for the COASTALT project, 
CCN 3, CONTRACT No. 20698/07/I-LG and is delivered for fulfilment of 
milestone M12. 

The present report describes the work that has been done at University of Porto 
(UPorto) concerning the spatial correlation scales of the Zenith Wet Delay 
(ZWD) field and the GNSS-derived path delay (GPD) validation.  

The document is divided in 3 sections. Section 1 presents the work related with 
the determination of the spatial correlation scales of the ZWD field. Section 2 
presents the GPD validation at global scale. The main conclusions are 
summarized in section 3. 
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1 Spatial Correlation function of the ZWD field 

1.1 Objective analysis 

At a given location along the ground satellite track with invalid Microwave 
Radiometer (MWR) correction, the GPD algorithm estimates the wet 
tropospheric correction, or ZWD, from a combination of the available data types 
within the specified spatial and temporal influence regions.  

The data types used are the valid MWR measurements, Global Navigation 
Satellite System (GNSS) derived path delay at a network of coastal stations and 
ZWD computed from the European Centre for Medium-Range Weather 
Forecasts (ECMWF). Details about the pre-processing required for each data 
type have been given in previous reports, namely on [RD4] 

The details about the GPD implementation were presented in [RD2] and are 
reviewed here. 

The statistical technique interpolates the wet tropospheric correction at the latter 
locations and epochs from nearby (in time and space) independent 
measurements and provides the quantification of the interpolation errors by 
taking into account the respective accuracy of each data set.  

The technique also requires a priori information regarding the statistics of signal 
and noise variability and, given these parameters, estimates are optimal in the 
sense that no more accurate linear combinations of the observations, based on 
a least squares criterion, exist (Bretherton et al. 1976). Spatial covariances 
between each pair of observations and each observation and the location at 
which an estimate is required can be derived from a Gauss-Markov function 
(Schüler 2001), providing that the spatial correlation scale is known. To take 
into account the time variability of the ZWD field, an interpolation in time is also 
required and, therefore, the space-time correlation function shall be obtained by 
multiplying the space correlation function by a stationary Gaussian decay.  

Bosser et al. (2007) refer that the ZWD varies spatially and temporally with 
typical scales of 1 to 100 km and 1 to 100 minutes, respectively, and these 
ranges allow a preliminary establishment of the spatial and temporal correlation 
scales.  

In Fernandes et al. (2010) the following correlation functions were adopted: In 
the absence of the knowledge of an empirical covariance model of the 
background field, a covariance function F(r) that decreases exponentially with 
the square of the distance between acquisitions was adopted:  

 
2

2

C

r

e)r(F



         (1) 

 
where r is the distance between each pair of points and C is the spatial 
correlation scale  The spatial correlation scale assumes that the field is isotropic 
and has been set to 100 km (Bosser et al. 2007). 

The temporal variability of the field is also taken into account and the 
covariance function is represented by a space-time analytical function G(r,Δt) 
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that is obtained by multiplying the space correlation function F(r) by a stationary 
Gaussian decay of the form: 
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where t is the time interval between the acquisition of the measurements 
associated to each pair of locations and T is the temporal correlation scale, set 
to 100 minutes (Bosser et al. 2007). Both the temporal and spatial correlation 
scales were assumed to remain constant over the study region. 

MWR- and GNSS-derived observations were assumed to have the same white 
measurement noise of 5 mm, while a value of 1 cm was assigned to white noise 
of the model-derived estimates. 

More accurate estimates of the correlation scales can be obtained by the fitting 
of the empirical autocorrelation function. This section presents the work that has 
been performed in order to improve the described data combination 
methodology by attempting an improved estimation of the empirical spatial auto-
correlation function. The temporal correlation function will not be addressed 
here and will be subject of future work. 

 

1.2 Estimation of the spatial correlation function 

 

1.2.1 Determination of spatial correlation scale assuming isotropy 

 

The procedure adopted here assumes that the autocorrelation of the ZWD field 
is isotropic, that is, the covariance and correlation between two points, xi and xj, 
are function of their distance r only, and not of their specific locations. 

The analysis is performed on ECMWF global grids, with a spatial sampling of 
0.25° both in latitude and longitude and a temporal sampling of 6 hours; 

Each analysis is performed on a single grid, for a given epoch. This way, only 
the spatial variability is analysed. Then, the analysis is repeated for various 
grids at different epochs to evaluate how the results vary with time. 

For each ZWD grid, the space domain is divided into regions of equal size in 
latitude and longitude, for example squares of 5 degrees width. These regions 
have to be large enough to include the main spatial scales of variability of the 
ZWD field and small enough to evaluate how the autocorrelation function varies 
from one region to another. 

For simplicity, let’s call each of these regions A, for example a square of 5° 
width. The procedure implemented to perform the analysis of the correlation 
scales in each region A is explained next. 

 

1) Let N be the set of points on region A. These points can form 

M=N (N-1)/2 different pairs of points. For each pair the distance between 
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the points         can be computed and the points grouped in classes of 

distances with a fixed interval Δr of, for example, 10 km. 

2) Let r be a given class of distances, for example ri ≤ r ≤ ri +   , where    

is for example 10 km. For each distance class r, the semi-variogram of 

the points belonging to this class  is given by 

 

       
 

   
        

   
         (3) 

 

where  ji xx ,  are the points belonging to set Sr, that is the set of points 

for which the distance between them is ri ≤ r ≤ ri and Nr is the number 

of points belonging to set Sr. 

 

3) The covariance of the points on set Sr is given by: 

Cov(r) =   
             (4) 

 

4) The correlation of the points  on set Sr is given by: 

Cor(r) = 
  

      

  
    

    

  
       (5) 

where   
  is the variance of set Sr 

 

5) Repeating this procedure for all classes of distances up to a maximum 

distance dmax  of, for example, 500 km, we end up with tables (         ,) 

and (           ,) of the empirical semi-variogram and autocorrelation, 

respectively. The autocorrelation function of the analysed field will be a 

function which fits in some sense the empirical autocorrelation table. 

 

6) For each spatial cell a Gaussian function of the form (1) is adjusted to the 

correlation’s table by least squares fitting and the scale factor C is 

determined. In addition, the distance D for which the correlation is zero is 

also computed by linear interpolation from the correlation table values. 

The distances used in these computations are the spherical distances between 
the points. The distance associated to each class is the mean distance for all 
the Nr pairs of points. 

This procedure was applied to various ECMWF grids, using different sizes for 
the cells where each analysis is performed. 

Figure 1 represents the mean ZWD field for the period 2008-2009 computed 
from all ECMWF grids for this period. Figure 2 presents the ZWD field for the 
ECMWF grid at 0h on 01/01/2009, from now on called grid_ 2009_ZWD_Full. 
Figure 3 shows the residual or anomalous ZWD field for the same epoch (0h on 
01/01/2009) obtained by subtracting the mean field to the total ZWD values. 
This grid will be called grid_2009_ZWD_Res. 

Figures 4 to 6 show the scale factor C of the adjusted Gaussian for ECMWF 
grid_2009_ZWD_Full using cells of size 2.5°x2.5°, 5°x5° and 10°x10° 
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respectively.  The results for the residual grid grid_2009_ZWD_Res (not shown 
here) are very similar to those obtained for the full field. 

Figures 7 and 8 illustrate the results, now for the distance D for which the 
correlation becomes zero, here designated by correlation scale, for 
grid_2009_ZWD_Full using cells of size 2.5°x2.5° and 5°x5° respectively. 

The results show that both the Gaussian scale factor C and the correlation scale 
D increase with the size of the analysed cells, being minimum for the 2.5°x2.5° 
and maximum for the 10°x10° cells. This happens both for the full and the 
residual fields. 

In section 1.3 we show the results of a study aiming to investigate ways to 
remove the dependency of the result on the size of the analysed domain. Here 
we just summarize the results obtained with the full and residual ZWD fields. 

We already mentioned the large and puzzling dependence of the analysed 
scales on the size of the domain. In summary, for the correlation scale, the 
mean values for grid_2009_ZWD_Full are: 118, 210 and 380 km for grids of 
size 2.5°x2.5°, 5°x5° and 10°x10°, respectively. The corresponding values for 
the Gaussian scale factor are: 88, 154 and 276 km.  

For the anomalous ZWD grid (grid_2009_ZWD_Res) the mean values are very 
similar to those obtained for the mean field, with differences of the order of 1 to 
3 km. 

 

 

 
 

Fig.1 – Mean ZWD field of ECMWF for the period 2008-2009, in metres. 
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Fig.2 – ZWD field of ECMWF grid on 0h of 01/01/2009, in metres 

(grid_2009_ZWD_Full). 

 

 

 

 
 

Fig. 3 – Residual ZWD field of ECMWF grid on 0h of 01/01/2009, in metres 

(grid_2009_ZWD_Res). 
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Fig.4 – Scale factor (C) of the adjusted Gaussian correlation function 

for ECMWF grid_2009_ZWD_Full, for cells of size 2.5°× 2.5°, in km. 

 

 

 
 

Fig.5 – Scale factor (C) of the adjusted Gaussian correlation function 

for ECMWF grid_2009_ZWD_Full, for cells of size 5°× 5°, in km. 
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Fig.6 – Scale factor (C) of the adjusted Gaussian correlation function 

for ECMWF grid_2009_ZWD_Full, for cells of size 10°× 10°, in km. 

 
 

 
 

Fig.7 – Correlation scale (D) for ECMWF grid_2009_ZWD_Full, for cells of 

size 2.5°× 2.5°, in km. 
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Fig.8 – Correlation scale (D) for ECMWF grid_2009_ZWD_Full, for cells of 

size 5°× 5°, in km. 

 

-  
Fig.9 – Zonal mean Gaussian scale factor as function of latitude. Blue: 

results for grid_2009_ZWD_Full using cells of 2.5°× 2.5°; Green: results 

for grid_2009_ZWD_Full using cells of 5°× 5°; Red: results for a grid 

with the full ZWD field for 0h of 01/01/2008 using cells of 2.5°× 2.5°. 

 

 

Another interesting result is that the scales have a slight dependence on 
latitude. To analyse this behaviour, the mean Gaussian scale factor of all cells 
at the same latitude (zonal mean) were computed and plotted in Figure 9. 

Figures 10 and 11 represent two examples of the correlations and adjusted 
Gaussian function for two points located at different latitudes, using the cells of 
size 2.5°x2.5°. It can be observed that in most of the cases like these, a good 
Gaussian adjustment is obtained for the positive part of the correlation table. 
Figure 12 represents the Coefficient of Determination (R2) of the adjustment of 
the scale factor C of the Gaussian function (1), for the same grid plotted in 
Figure 4. Although some cells exist for which the adjustment is not well 



 

COASTALT_CCN3_D21d_V1.1.docx Page 16 

determined, the coefficient of determination is >0.9 for most of the cells with a 
mean value of 0.88 for all cells. 

 

The dependence of the results on the size of the cells is not entirely surprising. 
When using cells of different sizes, different scales of variability are detected. 
As it can be observed on Figures 2 and 3, medium–large scales of size of 
hundreds of kilometres seem to be the dominant scales, both of the full and 
residual fields. However, these are not the scales of interest in the case of the 
GPD algorithm. In spite of the results obtained here, we know from experience 
that if large correlation scales and search domains are allowed, then the 
estimates will be influenced by a large number of observations, from a large 
region of influence, and the resulting wet tropospheric correction will become 
smoother as the size of the influence region and the correlation scale increase. 
In fact we know from experience that this type of algorithm might not be 
appropriate for the coastal regions, where we expect the ZWD field to vary at 
smaller scales.  In particular, in the coastal regions, due to the shape of the 
coastline, it often happens that, for example two opposite sides of a narrow and 
mountainous island may have different atmospheric conditions, although being 
distant less than, for example, 100 km. In summary, although this study is 
inconclusive in various aspects, in face of the present results, we believe that 
the most realistic and appropriate scales to use in the GPD implementation are 
close to those obtained with cells of 2.5°x2.5°. 

As a mixed result of this analysis and our experience with the GPD algorithm 
we presently adopted for the spatial correlation function of the ZWD field the 
same Gaussian function (1) with the following scale factor C: C=100 km for all 
latitudes in the band |latitude|≤ 55° and C=70 km for |latitude|> 55°.  

A theoretical quantification of the effect of a change in the correlation scale is 
not easy to perform. Each GPD estimate is a weighted average of the 
observations. The weight of each observation is function of its distance and time 
difference relative to the point of computation, of the spatial and temporal 
correlation scales, and of the white noise associated to each measurement. 
Therefore, varying the correlation scales will vary the weight of each 
observation and consequently the covariance matrix and the estimated value. 
The error of each estimate is also function of the covariance matrix and, 
therefore, of the adopted correlation scales. The impact of using different 
correlation scales has been quantified for Envisat cycle 58 by computing the 
difference between the GPD estimates using the following values for the scale 
factor C of the adopted Gaussian function: 1) C= 100 km everywhere and 2) 
C=100 km for all latitudes in the band |latitude|≤ 55° and C=70 km for 
|latitude|> 55°. The statistics of the differences have a mean value of 0.3 mm 
and a standard deviation of 4.1 mm. The effect is only visible on a small number 
of points located at high latitudes as shown on figure 13. 
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Fig.10 – Correlations (blue) and fitted Gaussian (red) for the cell of 

2.5°× 2.5° centred on point of latitude 51.25° and longitude -26.25°. 

 

 

Fig.11 – Correlations (blue) and fitted Gaussian (red) for the cell of 

2.5°× 2.5° centred on point of latitude 1.25° and longitude -26.25°. 
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Fig.12 – Coefficient of Determination (R

2
) of the adjustment of a 

Gaussian function to the correlation table of the grid shown on Figure 

4.  

 

 
Fig.13 – Differences between the estimated GPD wet tropospheric 

correction using different spatial correlation scales (see text for 

details) 

 

 

1.2.2 Determination of the 2-dimensional spatial correlation scale 

 

A complementary assessment of the ZWD field autocorrelation was performed 
with software Matlab -- xcorr2.m routine -- over two ECMWF-derived ZWD 
global grids. The main objective of this approach was to conduct a two-
dimensional spatial analysis of the autocorrelation, in order to assess not only 
the geographical impact on the correlation scale but also to gain some insight 
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into possible anisotropic behaviour of such scales. This is a similar procedure to 
that followed by Leewenburgh (2000) for sea level anomaly and sea surface 
temperature fields.  

The results selected to be shown on this report refer to three different open-
ocean test areas, centred at (-25º, 0º), (-45º, 30º) and (-25º, 50º), and around 
which 5ºx5º, 10ºx10º and 15ºx15º domains were considered. The variation of 
the dimension of the spatial domain aimed at the inspection of its influence on 
correlation length scale, but it also proved to be a valuable candidate for more 
detailed correlation anisotropy studies.  

Prior to the ZWD field autocorrelation computation, several different attempts 
were conducted for de-trending the field. Two different strategies were adopted: 
(1) the removal of a least-square fitted 2D surface and (2) the removal of the 
mean temporal ZWD field. The remaining signal – de-trended or de-meaned, 
respectively – was the residual field being analysed. 

The removal of the temporal mean field to the original one yields a ZWD 
“anomaly field”, for which the analysis is performed. For the alternative option, 
that of a least-squares fitting de-trending, different surfaces were tested, being 
the 2nd degree surface adopted for all domains, irrespective of size or location. 
Figures 14 and 15 show an example of the 2D autocorrelation analysis 
performed over the two different residual ZWD fields obtained for the 5ºx5º 
domain centred at (-25º, 0º). Although this is not the most critical case, it 
already shows the subjectivity inherent to the choice of the de-trending surface. 
Different fitting surfaces will result for the same location when varying the 
dimension of the spatial domain thus yielding different residual ZWD fields. 
Therefore, not only does this procedure introduce a variable, domain-size 
dependent, influence on the field being analysed but it also makes it difficult to 
clearly state that this remaining signal is the one of relevance to the proposed 
study. Nevertheless, it can be argued that this procedure might succeed in 
removing most of the long scale signal of the field, making this a suitable 
approach for analysing the ZWD field features over small domains close to the 
coast. In fact, this fitting procedure showed to succeed, within the tested 
examples and methodologies, in minimizing the meridional spatial correlation 
scale variation with the domain size. 
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Fig.14 – 2D-correlation analysis for a 5ºx5º domain centred at (-

25º, 0º). Top, from left to right: ZWD field (in metres), mean temporal 

ZWD field (in metres), and the residual ZWD field, with horizontal axes 

in degrees. Bottom: 2D-autocorrelation of the residual ZWD field, with 

spatial axes in “pixels” (ECMWF grid points).  

 

 
 

Fig.15 – 2D-correlation analysis for a 5ºx5º domain centred at 

(-25º, 0º). Top, from left to right: ZWD field (in metres), 2nd degree 

least-squares fitted surface (in metres), and the de-trended ZWD field 

(in metres), with horizontal axes in degrees. Bottom: 2D-autocorrelation 

of the residual ZWD field, with spatial axes in “0.25º pixels” (ECMWF 

grid points). 
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Figures 16 and 17 show that the dimension of the sample area may also impact 
the anisotropy patterns found in the 2D-autocorrelation field, also raising some 
questions on whether meridional and zonal correlation length scales should 
always be the ones of concern or if, instead, minimum and maximum length 
scales, often occurring along near-elliptical patterns, should be inspected, and 
how.  

The bottom plots in Figure 18 illustrate the possible influence an ad-hoc least 
squares fitting de-trending may have on the autocorrelation patterns. Here, the 
increase of the spatial domain’s dimension strongly impacts not only the 
anisotropy but also the spatial orientation of the resulting autocorrelation 
features. Comparison with the analysis performed over both the original and the 
demeaned ZWD fields, where no relevant anisotropy patterns are to be found, 
irrespective of the domain’s dimension, even suggests these features may be 
just artefacts of the de-trending procedure.  

The analysis of the autocorrelation of the ZWD “anomaly” field revealed itself 
somehow inconclusive in what refers to the length scale that should be taken 
into account when performing an objective analysis procedure over ZWD fields. 
Overall, the 2D-autocorrelation field is such that the increase in the dimension 
of the spatial domain results in a nearly proportional “expansion” of the field 
and, consequently, of the length scale. Plus, no noticeable differences arise, 
apparently, with respect to the original ZWD field. The behaviour of the 2D-
autocorrelation field does not present, apparently, any noticeable latitudinal 
dependency as well and, as mentioned above, the autocorrelation is, for most of 
the studied cases, almost isotropic. Except for the first example shown, in 
Figure 16, a visual inspection of the resulting autocorrelation surface suggests a 
positive 2D Gaussian function would best fit the results obtained. In this case, a 
spatial correlation scale could be obtained by fitting to this field a parabolic 
surface and taking the zero crossing distance as that length scale, as described 
in Pannekoucke et al. (2008). 
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Fig.16 – 2D-correlation analysis for spatial domains centred at 

(-25º, 0º): 5ºx5º, 10ºx10º and 15ºx15º, from left to right. Results for 

ZWD field (top), residual ZWD field (centre), and de-trended (with 2
nd
 

degree least-squares fitted surface) ZWD field (bottom). Spatial axes 

are in “0.25º pixels” units (ECMWF grid points). 

 

This analysis clearly needs to be taken further than what was done in the scope 
of this study, being the main difficulties related with basic, yet very sensitive, 
steps that have to be taken prior to the computation of the autocorrelation of the 
ZWD field, namely: the choice of the most suitable de-trending procedure to be 
adopted, if any, and the decision regarding the dimension of the spatial domain 
that will encompass the scales that better characterise the features of the 
atmospheric field being analysed. 
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Fig.17 – 2D-correlation analysis for spatial domains centred at 

(-45º, 30º): 5ºx5º, 10ºx10º and 15ºx15º, from left to right. Results for 

ZWD field (top), residual ZWD field (centre), and de-trended (with 2
nd
 

degree least-squares fitted surface) ZWD field (bottom). Spatial axes 

are in “0.25º pixels” units (ECMWF grid points).  

 

 
 

Fig.18 – 2D-correlation analysis for spatial domains centred at 

(-25º, 50º): 5ºx5º, 10ºx10º and 15ºx15º, from left to right. Results for 

ZWD field (top), residual ZWD field (centre), and de-trended (with 2
nd
 

degree least-squares fitted surface) ZWD field (bottom). Spatial axes 

are in “0.25º pixels” units (ECMWF grid points). 
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2 GPD global validation 

2.1 Introduction 

If independent ground truth information were available on the tropospheric path 
delay in the coastal regions, the GPD output could be validated by comparison 
with such data. In the absence of ground truth information the GPD estimates 
are validated by inter-comparison with three data types: ZWD from the ALADIN 
model and from two algorithms also designed to compute wet tropospheric 
corrections in the coastal zone: the Mixed-Pixel Algorithm (MPA) (Brown, 2010) 
and the Land Proportion Algorithm (LPA) (Desportes et al., 2007). Sections 2.2 
to 2.4 describe these data types. Section 2.5 presents an inter-comparison 
between all available ZWD fields for a set of Jason-2 cycles, since Jason-2 is 
the only satellite mission for which both the LPA and MPA algorithms are 
available. 

2.2 ALADIN 

ALADIN is an operational mesoscale numerical weather prediction model run by 
Météo-France. Despite being run over several different spatial domains, none of 
them is global, being the coverage focussed mainly on France and 
neighbouring countries (see Figure 19). The model provides, amongst many 
atmospheric parameters, surface pressure and temperature fields as well as 
humidity profiles on 15 pressure levels. The spatial resolution of ALADIN is 0.1º 
and grids are produced each 6 hours (ALADIN, 2009). 

 

 

 

Fig.19 – Main spatial domains for which ALADIN is running (the red line 

limits the domain used within this study: -11º to 17º in longitude and 

35º to 57º in latitude). (ALADIN, 2009) 
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The data fields used within this study for generating the ALADIN-derived wet 
tropospheric correction field were: Sea Surface Pressure (SLP), Surface 
Pressure (SurfP), 2-meter temperature (2T) and Total Column Water Vapour 
(TCWV). The ZWD calculation procedure was the same as for ECMWF, already 
described in [RD4]. 

The time coverage of the data acquired in the scope of COASTALT ranges from 
09/02/2004 to 11/09/2009 – no column water vapour data are available prior to 
the beginning of this period. A land-sea mask – TERRE-MER -- and a relief 
map – ALTITUDE – were also provided together with the meteorological data.  

 

2.3 The mixed-pixel algorithm 

The MPA path delay (PD) retrieval algorithm developed at JPL (Jet Propulsion 
Laboratory) by Shannon Brown (2010), although also working for pure open-
ocean scenes, it was specially designed to tackle the wet tropospheric 
correction retrieval for mixed land/ocean, i.e. coastal, altimetry data. The 
underlying motivations of this operationally simple and computationally fast 
algorithm are: (1) the fact that the PD retrieval is most sensitive to the difference 
between the two microwave radiometer (MWR) channels on and off of the 22-
GHz water vapour absorption line (e.g. 18.7-GHz and 23.8-GHz channels for 
the JMR and AMR and 18.0-GHz and 21.0-GHz for the TMR) and (2) many of 
the error sources being common to each of those two MWR channels, errors 
correlated between them largely cancel in the retrieval process.  

The MPA algorithm is based on the existing JMR / TMR / AMR open-ocean PD 
algorithm that is used for the altimeter GDR (Geophysical Data Record), 
described in Keihm et al. (1995): 

 

      fTWSPDcWSPDcPD B

f

fGDR   280log,, 00000  

where the retrieval coefficients c0 and cf, are parameterised by first guess wind 
speed (WS0) and PD (PD0), TB is the brightness temperature and the summation 
over f refers to the three MWR channels. For its use to be validly extended for 

coastal scenes, the algorithm coefficients are now parameterised by the land 
fraction at 18.7-GHz, LF

18.7, taking thus the form (Brown, 2010): 

 

      fTLPDcLPDcPD BF

f

fFMP   280log,, 7.18
0

7.18
00  

The coefficients for the PDMP algorithm are derived in a similar manner as those 
of the original PDGDR. The algorithm is parameterized using a large database of 
simulated coastal brightness temperatures (TB) observations along with the 
corresponding wet tropospheric PD. In practice, the PDMP is used everywhere 
the land fraction is greater than 0.01 and the open-ocean PD algorithm, PDGDR, 
is used everywhere the land fraction is zero -- threshold land fraction value was 
based on PDGDR algorithm error evaluation -- being the two merged by linear 
interpolation for intermediate land fractions. The MPA is valid globally up to a 
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land fraction of 0.5, which corresponds to the antenna boresight centred on the 
coastline.  

For operational use the algorithm requires only, in addition to the MWR 
measured TB, an accurate land-sea mask. No dynamic ancillary data is needed, 
given that the database of modelled coastal land TB is used for pre-processing 
purposes only. The method is suited for near-real-time processing and can be 
applied to any MWR to estimate integrated water vapour or wet PD in the 
coastal region, but the performance of the algorithm will depend upon the 
antenna pattern of the radiometer. Figures 20 to 22 illustrate the method’s 
performance with AMR data. The MPA is currently applied to both JMR and 
AMR, being the algorithm error estimated to be, with respect to the latter, less 
than 0.8 cm up to 15 km from land, less than 1.0 cm within 10 km from land, 
less than 1.2 cm within 5 km from land, and less than 1.5 cm up to the coastline 
(Brown, 2010). 

 

 
 

Fig.20 – AMR PD using standard GDR algorithm and MP algorithm for Jason-

2 pass 43 at the Harvest oil platform, near (~10 km off) the California 

coast. The ECMWF model PD and that derived at Harvest from the GPS and 

water vapour radiometer (WVR) are also shown. (Brown, 2010) 
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Fig.21 – Excess PD error near land estimated from the AMR minus ECMWF 

comparisons (top) and the bias approaching land. A 0.4-cm constant bias, 

equal to open-ocean mean difference between ECMWF and the AMR PDs, is 

subtracted from the mean differences to better illustrate the additional 

PD error near land. The comparisons include the algorithm error plus 

residual ECMWF model error in the coastal region. (Brown, 2010)  

 

 
 

Fig.22 – Mean and rms of AMR minus ECMWF as a function of the 18.7-GHz 

land fraction (Brown, 2010). 

 

The MPA implementations to Jason-1 and Jason-2 are available on RADS 
(Radar Altimetry Database System). The Jason-2 estimates were used in this 
study. 
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2.4 The Land-Proportion Algorithm  

The wet tropospheric correction study developed by Desportes et al. (2007), is 
based on the removal of the land contamination from the MWR measured TB 
values prior to their use in the pure open-ocean wet PD retrieval. Assumed all 
measurements are decontaminated from land influence, the oceanic algorithm 
used for JMR / TMR / AMR, can be used everywhere, up to the coast. This 
approach is similar to the one used by Bennartz (1999) to tackle the problem of 
mixed land/water measurements in SSM/I data by deriving the frequency-
dependent fraction of land surface p within the MWR footprint in each 
measurement, from a high-resolution land-sea mask – 0.01º in this case. In 
addition to the MWR TB measurements, this algorithm needs a database of 
coastal land TB, which might prevent its global implementation on an operational 
basis.  

The method used to correct the TB is based on the correction function 

 

  (f)p(f)T(f)T(p,f) seaBlandB corr  

 

where TB land and TB sea are estimated along the satellite ground track. For a 
complete sea-land transition, TB sea is the last pure oceanic TB (the last MWR 
measurement for which p=0), and TB land is the first pure land TB (p=1) - for 
incomplete transitions, the closest along-track TB with p=0 or p=1 is taken. 

 

 
Fig.23 - (Top) TOPEX track number 187, 16 March around 12:00 (cycle 202) 

or 15 April around 06:00 (cycle 205). (Obligis et al., 2011) 

 

When testing the algorithm, a linear dependency between the land proportion 
and the observed TB was assumed. This is not, nonetheless, always valid, 
especially at 37 GHz, because of non-linearity of the atmospheric radiative 
transfer for atmosphere-sensitive channels. Discrepancies with respect to the 
mean linear dependency come from spatial variations of atmospheric humidity 
and also from along-track emissivity variations over sea and land (which are 
neglected within this method). The method also showed being quite sensitive to 
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the choice of TB sea and TB land, especially when the satellite overpasses an island. 
Sensitivity studies were performed in TMR configuration (see Figure 23 for 
example), but the proposed methodologies are not dedicated to TOPEX 
(footprint diameter of 44.6, 37.4 and 23.5 km for the 18.0-, 21.0- and 37.0-GHz 
channels, respectively) but they are applicable to any other similar instruments 
onboard altimetry missions. 

The performance of the method over real TMR data showed consistency with 
the results previously obtained over simulated data, as illustrated in Figures 24 
and 25.  

 

 
 

Fig.24- Land proportion in the footprint along the top figure track 

(left); Simulations compared to actual measurements on the same track 

(right). (Obligis et al. 2011) 

 

 
Fig.25 - Comparison between the wet PDs obtained from TB after different 

correction methods for T/P track 187 for simulated (left) and measured 

(right) TB values. The ALADIN PD shall not be regarded as an absolute 

reference, because of the existent negative bias with respect to TMR. 

(Obligis et al. 2011) 

 

The LPA algorithm is being applied to Jason-2 data in the scope of project 
PISTACH. The data used in this study is the product made available on 
ftp://ftpsedr.cls.fr/pub/oceano/pistach/J2/IGDR/. 
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2.5 Inter-comparison between the various ZWD fields 

For this study the GPD algorithm was run for a set of Jason-2 cycles, starting on 
cycle 3.  The GPD implementation used here is the same as the one described 
in [RD4], adopting the spatial correlation scales as explained at the end of 
section 1.2.1. Although more cycles were computed, the analysis presented 
here is focused on Jason-2 cycles 3, 4 and 6. Cycle 5 was discarded since 
PISTACH data for this cycle revealed problems with many points with invalid 
MWR and LPA fields. 

This section presents two types of comparisons:  

A)  Regional comparison, for the zone covered by the ALADIN model  

(35° ≤ φ ≤ 57°; -11° ≤ λ ≤ 17°) between the following ZWD fields: 

1. ECMWF (ECM) 

2. ALADIN (ALD) 

3. Original Microwave Radiometer correction (Wet_Rad)) 

4. GPD 

5. MPA 

6. LPA 

B) Global comparison between all the previous fields except the ALADIN 

model  

We start by stating that, a priori, none of the mentioned fields can be considered 
as a reference field, that is, a field that can always be considered more accurate 
than all others. Therefore, this analysis, more than evaluating the accuracy of 
any of the ZWD estimates, allows detecting possible problems in the various 
data sets. Although not necessarily true, we assume that when most of the 
fields show a common trend, this shall be close to the true behaviour of the 
ZWD field. On the other hand, a field that shows large differences with respect 
to the majority of the others might be suspicious. 

Tables 1 to 3 present the statistics of the comparison between all mentioned 
fields for Jason-2 cycles 3, 4 and 6, respectively. The first (non-shaded) rows 
refer to the global comparison. The shaded rows refer to the results for the 
ALADIN region. The statistics of each ZWD field and various differences 
between them are shown. In all cases only coastal points, that is, points for 
which all three coastal PD algorithms (GPD, MPA and LPA) were available, 
were selected for the comparisons. 

As expected, the results for the ALADIN region reveal smaller differences 
between the various fields than the global results, since the wet tropospheric 
correction has moderate variability in the European region, compared with 
regions of larger variability as shown in Figure 6 of [RD4]. 

Considering the differences between the three coastal retrieval algorithms, MPA 
has a mean difference of about 3 mm with respect to GPD and LPA. This has 
nothing to do with the correction itself but rather to the fact that the Jason-2 wet 
tropospheric correction present on RADS have a small scale factor with respect 
to the corresponding values present in the PISTACH product. This is most 
probably due to the correction of detected anomalies in the Jason-2 channels, 
which is routinely updated in RADS but probably not in the PISTACH 
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processing. The GPD algorithm was run using the original MWR field present 
on PISTACH, which explains the mentioned differences. 

The standard deviation of the differences between all three algorithms range 
from 10 to 15 mm, the closest retrievals being on average MPA and LPA. 
Although the differences are not statistically very significant, on average, GPD 
has differences with respect to the two models (ECMWF and ALADIN) smaller 
than MPA and LPA. 

Figures 26 to 44 present the results for the full set of coastal points for cycle 6, 
in the ALADIN region. This set is composed by all points along the satellite 
ground tracks for which the wet tropospheric correction was retrieved by all 
three coastal PD algorithms. The horizontal axis represents point number as if 
we would join together all coastal track portions, without any gaps in between. 
This allows a complete vision of the fields for all coastal points of cycle 6 in the 
European region covered by ALADIN. Since there were many points and fields 
to represent, the set was divided in four parts, and only one part is represented 
in each figure. In addition, to allow a better inspection of the fields, for each 
region the two models (ECMWF and ALADIN) are shown in the top figure of 
each page and the three coastal algorithms are presented in the bottom figure 
of each page. Figures 26, 28, 30 and 32 show that the two models can have 
relatively large differences at the medium scale. The inspection of these 
differences in more detail show that ALADIN can reveal features that also 
depart significantly from the signals detected by the MWR in the open ocean. 
This is well illustrated in Figure 52, which represents pass 187 of cycle 3. 

Figures 34 to 38 show the Differences between GPD and each of the other 
analysed corrections, in metres, for Jason 2 cycle 6, over the European region 
covered by the ALADIN model. Figures 39 to 43 show the histograms of the 
differences between GPD and each of the other corrections, in metres, for the 
same Jason 2 cycle, over the same European region covered by the ALADIN 
model. 

Figures 27, 29, 31 and 33 show that, overall, the three coastal PD algorithms 
show a common behaviour in most of the regions. However, there are tracks 
were the differences between the various corrections can reach several 
centimetres. 

Figures 44 to 47 show the global results corresponding to the same differences 
shown in figures 34 to 37. Overall these two group of figures and the histograms 
on figures 39 to 43 confirm and illustrate the results presented in the statistics 
shown in Tables 1 to 3 and the along track plots of figures 26 to 33  

Figure 48 shows the location of three passes (20, 156 and 187) for which the 
results are shown in Figures 49 to 52. Figures 49 and 51 show examples of two 
passes were the coastal fields may reveal significant differences and where, in 
general, the influence of- the closest GNSS stations can be seen on GPD. 
Figure 50 illustrates one pass (146) for which the differences between the three 
coastal algorithms are larger. This corresponds to the region after point 700 on 
Figures 28 and 29. The same extreme differences can be seen in Figures 35 
and 36 over the same pass between Great Britain and Ireland.  

 

 

 



 

COASTALT_CCN3_D21d_V1.1.docx Page 32 

Tab.1 – Statistics of the comparison between the various ZWD fields (see 

text for details) for Jason-2 cycle 3. First set of rows refer to global 

comparison; grey shaded cells refer to the regional comparison for the 

ALADIN region. Values are millimetres. 

FIELD Np Mean sigma Min max 

wet_Rad 25290 -164.9 100 -599 0 

GPD 25290 -172.2 98.9 -629 11 

MPA 25290 -169.4 97.6 -499 -1 

LPA 25290 -171.6 98.2 -531 0 

ECM 25290 -175.9 100.2 -463 -4 

GPD-MPA 25290 -2.8 16.0 -549 108 

GPD-LPA 25290 -0.6 14.9 -545 238 

MPA-LPA 25290 2.2 12.5 -107 221 

ECM-GPD 25290 -3.6 13.4 -112 542 

ECM-MPA 25290 -6.4 17.5 -97 128 

ECM-LPA 25290 -4.2 16.9 -128 174 

wet_Rad 1582 -155.2 36.4 -272 -43 

GPD 1582 -165.2 36.8 -290 -57 

MPA 1582 -162.3 34.3 -278 -52 

LPA 1582 -165.7 33.7 -265 -61 

ECM 1582 -169.3 35.7 -262 -70 

ALD 1582 -166.5 36.3 -275 -70 

GPD-MPA 1582 -2.9 13.5 -106 71 

GPD-LPA 1582 0.5 12.4 -49 98 

MPA-LCA 1582 3.4 10.3 -54 94 

ECM-GPD 1582 -4.1 13.0 -49 79 

ECM-MPA 1582 -7 15.1 -88 66 

ECM-LPA 1582 -3.6 13.9 -49 51 

ALD-GPD 1582 -1.2 18.3 -78 106 

ALD-MPA 1582 -4.1 18.9 -90 93 

ALD-LPA 1582 -0.7 18.1 -85 77 

 

 

 

 

 

 
Tab.2 – Statistics of the comparison between the various ZWD fields (see 

text for details) for Jason-2 cycle 4. First set of rows refer to global 
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comparison; grey shaded cells refer to the regional comparison for the 

ALADIN region. Values are millimetres. 

FIELD np Mean sigma Min Max 

wet_Rad 25174 -165.9 100.4 -661 0 

GPD 25174 -173.3 98.9 -502 193 

MPA 25174 -169.9 98 -499 -1 

LPA 25174 -172.4 99 -678 0 

ECM 25174 -176.5 99.7 -440 -6 

GPD-MPA 25174 -3.4 15.0 -194 261 

GPD-MPA 25174 -0.9 14.6 -169 253 

MPA-LCA 25174 2.5 12.6 -145 339 

ECM-GPD 25174 -3.2 12.8 -219 200 

ECM-MPA 25174 -6.6 17 -127 156 

ECM-LPA 25174 -4.1 16.9 -151 269 

wet_Rad 1541 -147.1 34.5 -270 -63 

GPD 1541 -156.1 34.1 -274 -18 

MPA 1541 -153.3 33.5 -268 -79 

LPA 1541 -156.5 33.2 -276 -80 

ECM 1541 -159.6 34.6 -278 -91 

ALD 1541 -156.5 35.2 -271 -85 

GPD-MPA 1541 -2.8 12.7 -60 92 

GPD-MPA 1541 0.4 12 -52 90 

MPA-LPA 1541 3.2 9.4 -61 68 

ECM-GPD 1541 -3.5 11.7 -87 39 

ECM-MPA 1541 -6.3 14.4 -65 51 

ECM-LPA 1541 -3.1 13.6 -63 37 

ALD-GPD 1541 -0.4 15.9 -87 50 

ALD-MPA 1541 -3.2 17 -71 46 

ALD-LPA 1541 0 16.4 -62 57 

 

 

 

 

 

 

 

 
Tab.3 – Statistics of the comparison between the various ZWD fields (see 

text for details) for Jason-2 cycle 6. First set of rows refer to global 
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comparison; grey shaded cells refer to the regional comparison for the 

ALADIN region. Values are millimetres. 

FIELD np Mean sigma Min max 

wet_Rad 24547 -166 107.7 -610 0 

GPD 24547 -172.2 106.7 -609 -3 

MPA 24547 -168.9 104.5 -500 -1 

LPA 24547 -172.1 105.6 -546 0 

ECM 24547 -174.9 106.7 -433 -3 

GPD-MPA 24547 -3.3 16.8 -228 157 

GPD-MPA 24547 0 15.3 -217 166 

MPA-LPA 24547 3.2 13.8 -132 278 

ECM-GPD 24547 -2.8 14.3 -111 203 

ECM-MPA 24547 -6 18.5 -160 194 

ECM-LPA 24547 -2.8 18.4 -136 203 

wet_Rad 1495 -152.3 42.9 -290 -51 

GPD 1495 -160.1 39.4 -252 -75 

MPA 1495 -156.9 41.4 -283 -70 

LPA 1495 -161.8 41.7 -278 -70 

ECM 1495 -162.3 39.8 -257 -79 

ALD 1495 -159.4 38.7 -259 -63 

GPD-MPA 1495 -3.2 15.7 -84 101 

GPD-LCA 1495 1.7 14.2 -42 96 

MPA-LPA 1495 4.8 12.3 -31 102 

ECM-GPD 1495 -2.2 11.1 -81 25 

ECM-MPA 1495 -5.4 17.2 -71 109 

ECM-LPA 1495 -0.5 15.8 -59 103 

ALD-GPD 1495 0.7 13.9 -68 43 

ALD-MPA 1495 -2.4 18.3 -73 113 

ALD-LPA 1495 2.4 17.5 -70 105 
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Fig.26 – ZWD from ECMWF (blue) and ALADIN (orange) for the first 400 

coastal points of Jason-2 cycle 6 (passes 1 to 87). x axis is along 

track point number, by ascending time order. 

 

 

 

 
 

Fig.27 – ZWD from GPD (black), MPA (cyan) and LPA (pink) algorithms for 

the first 400 coastal points of Jason-2 cycle 6 (passes 1 to 87). x axis 

is along track point number, by ascending time order. 
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Fig.28 – ZWD from ECMWF (blue) and ALADIN (orange) for coastal points 

400 to 800 of Jason-2 cycle 6 (passes 87 to 161). x axis is along track 

point number, by ascending time order. 

 

 

 

 
 

Fig.29 – ZWD from GPD (black), MPA (cyan) and LPA (pink) algorithms for 

coastal points 400 to 800 of Jason-2 cycle 6 (passes 87 to 161). x axis 

is along track point number, by ascending time order. 
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Fig.30 – ZWD from ECMWF (blue) and ALADIN (orange) for coastal points 

800 to 1200 of Jason-2 cycle 6 (passes 161 to 222). x axis is along 

track point number, by ascending time order. 

 

 

 

 

 
 

Fig.31 – ZWD from GPD (black), MPA (cyan) and LPA (pink) algorithms for 

coastal points 800 to 1200 of Jason-2 cycle 6 (passes 161 to 222). x 

axis is along track point number, by ascending time order. 
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Fig.32 – ZWD from ECMWF (blue) and ALADIN (orange) for coastal points 

1200 to 1500 of Jason-2 cycle 6 (passes 222 to 248. x axis is along 

track point number, by ascending time order. 

 

 

 

 
 

Fig.33 – ZWD from GPD (black), MPA (cyan) and LPA (pink) algorithms for 

coastal points 1200 to 1500 of Jason-2 cycle 6 (passes 222 to 248). x 

axis is along track point number, by ascending time order. 
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Fig.34 – Differences between GPD and MWR corrections, in metres, for 

Jason-2 cycle 6, over the European region covered by the ALADIN model. 

 

 
Fig.35 – Differences between GPD and MPA corrections, in metres, for 

Jason-2 cycle 6, over the European region covered by the ALADIN model. 
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Fig.36 – Differences between GPD and LPA corrections, in metres, for 

Jason-2 cycle 6, over the European region covered by the ALADIN model. 

 
Fig.37 – Differences between GPD and ECMWF corrections, in metres, for 

Jason-2 cycle 6, over the European region covered by the ALADIN model. 
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Fig.38 – Differences between GPD and ALADIN corrections, in metres, for 

Jason-2 cycle 6, over the European region covered by the ALADIN model. 

 

 

 
Fig.39 – Histogram of the differences between GPD and MWR corrections, 

in metres, for Jason-2 cycle 6, over the European region covered by the 

ALADIN model. 
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Fig.40 – Histogram of the differences between GPD and MPA corrections, 

in metres, for Jason-2 cycle 6, over the European region covered by the 

ALADIN model. 

 

 
Fig.41 – Histogram of the differences between GPD and LPA corrections, 

in metres, for Jason-2 cycle 6, over the European region covered by the 

ALADIN model. 
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Fig.42 – Histogram of the differences between GPD and ECMWF corrections, 

in metres, for Jason-2 cycle 6, over the European region covered by the 

ALADIN model. 

 

 

 
Fig.43 – Histogram of the differences between GPD and ALADIN 

corrections, in metres, for Jason-2 cycle 6, over the European region 

covered by the ALADIN model. 
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Fig.44 – Differences between GPD and MWR corr ---e ---ctions, in metres, 

for Jason-2 cycle 6. 

 

 
Fig.45 – Differences between GPD and MPA corrections, in metres, for 

Jason-2 cycle 6. 
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Fig.46 – Differences between GPD and LPA corrections, in metres, for 

Jason-2 cycle 6. 

 
Fig.47 – Differences between GPD and ECMWF corrections, in metres, for 

Jason-2 cycle 6. 
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Fig.48 – Location of Jason-2 passes 20 (green), 146 (pink) and 187 

(blue) analysed in this section. 
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Fig.49 – ZWD for Jason-2 pass 20 cycle 6: ECMWF (blue), ALADIN (orange), 

GPD (black), MPA (cyan), LPA (pink) and original MWR wet tropospheric 

correction (red). 

 

 

 
Fig.50 – ZWD for Jason-2 pass 146 cycle 6: ECMWF (blue), ALADIN 

(orange), GPD (black), MPA (cyan), LPA (pink) and original MWR wet 

tropospheric correction (red). 

 

 
Fig.51 – ZWD for Jason-2 pass 187 cycle 6: ECMWF (blue), ALADIN 

(orange), GPD (black), MPA (cyan), LPA (pink) and original MWR wet 

tropospheric correction (red). 
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Fig.52 – ZWD for Jason-2 pass 187 cycle 3: ECMWF (blue), ALADIN 

(orange), GPD (black), MPA (cyan), LPA (pink) and original MWR wet 

tropospheric correction (red). 

 

Figure 50 is an example of a region with small coastal tracks with only invalid 
MWR measurements, crossing the SW of Britain and Ireland. In these regions, 
the difficulty of MPA and LPA in retrieving a valid correction seems evident.  In 
the absence of GNSS stations in these regions, the GPD estimate is solely 
based on ECMWF, which, at least in this example, also compares remarkably 
well with ALADIN.  Although the derived correction might be too smooth, it 
seems more reliable than the MPA and LPA retrievals. 

Overall, it is very difficult or impossible to say which of the tree algorithms is 
best. However, this analysis, which can be further extended to a larger period 
and other missions, allows identifying possible problems and improvements that 
might be applied to each algorithm. In addition, a better interpretation of the 
results would be possible with the participation of the authors of MPA and LPA 
algorithms. 
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3 Conclusions 

Aiming to improve the data combination methodology used in the GPD 
algorithm, a study was conducted on the variability of the spatial correlation of 
the ZWD field using global ECMWF grids. 

The analysis performed on the spatial correlations of the ZWD field, assuming 
isotropy, shows that the results are highly dependent on the size of the 
analysed domain. Considering the expected scales of interest the results 
obtained with cells of 2.5° degrees seem to be the most appropriate for 
adoption in the GPD algorithm. This analysis and the two-dimensional spatial 
analysis of the autocorrelation of the ZWD field clearly need to be pursued. We 
anticipate main difficulties related with basic, but very sensitive, steps that have 
to be taken prior to the computation of the autocorrelation of the ZWD field such 
as: the choice of the most suitable de-trending procedure to be adopted, if any, 
and the decision regarding the dimension of the spatial domain that 
encompasses the scales that better characterise the features of the 
atmospheric field being analysed. In addition, since the calculations over model 
grids may cause larger spatial correlation scales to be found, other data sets, 
such as MWR data, shall also be analysed. 

Although the study performed on the full field assuming isotropy shows a clear 
dependence of the spatial correlation scale on latitude, this does not happen for 
the 2-D results on the de-trended field. This also needs further inspection to 
clarify if a latitudinal dependence of the correlation scale shall be implemented 
or not. 

 

In the absence of ground truth a validation of the GPD wet tropospheric 
correction was performed by inter-comparisons with ECMWF and ALADIN 
models and with the other two available algorithms for the wet tropospheric 
correction in the coastal zone: MPA and LPA. Results for Jason-2 cycles 3, 4 
and 6 are presented. 

Knowing that a priori none of the mentioned fields can be considered as a 
reference field, this analysis, more than evaluating the accuracy of any of the 
ZWD estimates, allows the detection of possible problems in the various data 
sets and may point directions for improvements. 

Results show that, overall, the three coastal PD algorithms show a common 
behaviour in most of the regions. However, there are tracks were the 
differences between the various corrections can reach several centimetres. 

The standard deviation of the differences between all three coastal PD 
algorithms range from 10 to 15 mm, the closest retrievals being on average 
MPA and LPA. Although the differences are not statistically very significant, on 
average, GPD has differences with respect to the two models (ECMWF and 
ALADIN) smaller than MPA and LPA. 

The comparison with ALADIN shows that this model reveals features that may 
depart significantly from the signals detected by the MWR in the open ocean. 

Overall, it is very difficult or impossible to conclude if any of the three algorithms 
is better than the others everywhere. However, this analysis, which can be 
further extended to a larger period and other missions, allows identifying 
possible problems and improvements that might be applied to each algorithm. 
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Although in some regions the GPD estimates seem to produce more reliable 
corrections than the other two algorithms, which can show some noisy 
behaviour, we believe that a mixed approach, for example, a mixed MPA and 
GPD approach can improve the PD retrieval in some of the most problematic 
configurations. 
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