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#### Abstract

Spherical Fourier series play an important role in many applications. A numerically stable fast transform analogous to the fast Fourier transform is of great interest. For a standard grid of $\mathcal{O}\left(N^{2}\right)$ points on the sphere, a direct calculation has computational complexity of $\mathcal{O}\left(N^{4}\right)$, but a simple separation of variables reduces the complexity to $\mathcal{O}\left(N^{3}\right)$. Here we improve well-known fast algorithms for the discrete spherical Fourier transform with a computational complexity of $\mathcal{O}\left(N^{2} \log ^{2} N\right)$. Furthermore we present, for the first time, a fast algorithm for scattered data on the sphere. For arbitrary $\mathcal{O}\left(N^{2}\right)$ points on the sphere, a direct calculation has a computational complexity of $\mathcal{O}\left(N^{4}\right)$, but we present an approximate algorithm with a computational complexity of $\mathcal{O}\left(N^{2} \log ^{2} N\right)$.
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## 1. Introduction

Fourier analysis on the sphere $\mathbb{S}^{2} \subset \mathbb{R}^{3}$ has practical relevance in tomography, geophysics, seismology, meteorology and crystallography. The discrete spherical Fourier transform (DSFT) plays an essential role in many applications. In particular, there is a growing need for the fast summation of spherical harmonic expansions (see [6,26,21,32,14]). Unfortunately, working with spherical harmonics is computationally complex in many respects [5].

[^0]The Fourier expansion of a function $f \in L^{2}\left(\mathbb{S}^{2}\right)$ with bandwidth $M$ is given by

$$
\begin{equation*}
f=\sum_{(k, n) \in I^{M}} a_{k}^{n}(f) Y_{k}^{n}, \tag{1.1}
\end{equation*}
$$

where $I^{M}:=\{(k, n): k=0, \ldots, M ; n=-k, \ldots, k\}$ and $a_{k}^{n}(f)$ are the spherical Fourier coefficients of $f$ with respect to the orthogonal basis of spherical harmonics $Y_{k}^{n}$, where $n$ denotes the order and $k$ the degree.

The aim of this paper is twofold. In the first part we improve a fast algorithm for computing $f$ on a special grid. Since the spherical harmonics $Y_{k}^{n}(\vartheta, \phi)((\vartheta, \phi) \in S, S:=[0, \pi] \times[0,2 \pi))$ are scaled products of complex exponentials $\mathrm{e}^{\mathrm{i} h \phi}$ for the longitudinal coordinate and Legendre functions $P_{k}^{|n|}(\cos \vartheta)$ for the colatitudinal coordinate, the discrete spherical Fourier transform on grids can be split up into ordinary discrete Fourier transforms for exponentials, which can be realized by fast Fourier transform (FFT) techniques, and discrete Legendre function transforms. We give a simple approach to the Legendre function transform based on cascade summation using fast polynomial transforms. Using a fast polynomial transform scheme based on discrete cosine transforms (DCT) leads to the algorithm given in [26], whereas using the fast multipole method (FMM) leads to the algorithm in [32]. Here we work out the commonalities and improve these known algorithms. It is a fact that one can compute the spherical Fourier coefficients $a_{k}^{n}(f)$ of a band-limited function by a convenient quadrature rule, for example with Clenshaw-Curtis quadrature [25] or with Gauß quadrature [32]. It is well known that in general a fast algorithm for (1.1) implies the factorization of the transform matrix into a product of sparse matrices. Consequently, once a fast algorithm for (1.1) is known, a fast algorithm for the transposed problem (i.e., computing the spherical Fourier coefficients) can also be obtained by transposing the sparse matrix product (see $[6,15]$ ).

In the second part of this paper we propose a novel fast algorithm for evaluating the band-limited function $f$ in (1.1) at arbitrary nodes. The main idea is to use an algorithm on a special grid and to perform a change of basis, such that $f$ in (1.1) can be represented in the form

$$
f(\vartheta, \phi)=\sum_{n=-M}^{M} \sum_{k=-M}^{M} c_{k}^{n} \mathrm{e}^{\mathrm{i} k \vartheta} \mathrm{e}^{\mathrm{i} n \phi}
$$

with complex coefficients $c_{k}^{n}$. Then, the computation on arbitrary nodes can be done using the recently developed FFT for nonequispaced knots (NFFT) (see [27,34]). As mentioned above, we immediately have a fast algorithm for the transposed problem from the theoretical point of view, i.e., for computing spherical Fourier coefficients from values of the function $f$ at arbitrary points, provided that a convenient quadrature rule is available (see [12,20]).

Note that double Fourier series are employed as basis function in spectral methods for the solution of PDEs in spherical coordinates [5, p. 434].

This paper is organized as follows: In Section 2, we introduce the notation for the discrete cosine transforms. In Section 3, we give two different algorithms for fast polynomial multiplications, one based on the discrete cosine transform and the other on the fast multipole method. The fast transform for Legendre functions is explained in Section 4, where we also describe a stabilization method. Finally, in Section 5 we present a method for computing the discrete spherical Fourier transform at arbitrary nodes. Experimental results with an application to the EGM96 model are discussed in Section 6.

## 2. Discrete cosine transforms

Let

$$
\begin{aligned}
& \boldsymbol{C}_{N+1}:=\left(\cos \frac{j k \pi}{N}\right)_{j, k=0, \ldots, N}, \quad \boldsymbol{D}_{N+1}:=\operatorname{diag}\left(\varepsilon_{j}^{N}\right)_{j=0, \ldots, N}, \\
& \tilde{\boldsymbol{C}}_{N}:=\left(\cos \frac{(2 j+1) k \pi}{2 N}\right)_{j, k=0, \ldots, N-1}, \quad \tilde{\boldsymbol{D}}_{N}:=\operatorname{diag}\left(\varepsilon_{j}^{N}\right)_{j=0, \ldots, N-1}
\end{aligned}
$$

with $\varepsilon_{0}^{N}=\varepsilon_{N}^{N}:=\frac{1}{2}$ and $\varepsilon_{k}^{N}:=1$ for $k=1, \ldots, N-1$. The Chebyshev polynomials of the first kind $T_{k}$ are given by $T_{k}(x):=\cos (k \arccos (x))$. The following transforms are referred to as DCT of types I , II and III, respectively (see [33]):

DCT-I $(N+1): \mathbb{R}^{N+1} \rightarrow \mathbb{R}^{N+1}$ with

$$
\hat{\boldsymbol{a}}:=\boldsymbol{C}_{N+1} \boldsymbol{D}_{N+1} \boldsymbol{a},
$$

where $\boldsymbol{a}:=\left(a_{k}\right)_{k=0, \ldots, N}$ is the input vector and $\hat{\boldsymbol{a}}:=\left(\hat{a}_{j}\right)_{j=0, \ldots, N} \in \mathbb{R}^{N+1}$ is the output vector, i.e.,

$$
\hat{a}_{j}=\sum_{k=0}^{N} \varepsilon_{k}^{N} a_{k} \cos \frac{j k \pi}{N}=\sum_{k=0}^{N} \varepsilon_{k}^{N} a_{k} T_{k}\left(\cos \frac{j \pi}{N}\right)
$$

$\operatorname{DCT}-\mathrm{II}(N): \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ with

$$
\begin{aligned}
& \hat{\boldsymbol{b}}:=\tilde{\boldsymbol{C}}_{N} \boldsymbol{b}, \\
& \boldsymbol{b}:=\left(b_{k}\right)_{k=0, \ldots, N-1}, \hat{\boldsymbol{b}}:=\left(\hat{b}_{j}\right)_{j=0, \ldots, N-1} \in \mathbb{R}^{N}, \text { i.e., } \\
& \hat{b}_{j}=\sum_{k=0}^{N-1} b_{k} \cos \frac{j(2 k+1) \pi}{2 N}=\sum_{k=0}^{N-1} b_{k} T_{j}\left(\cos \frac{(2 k+1) \pi}{2 N}\right),
\end{aligned}
$$

$\operatorname{DCT}-\operatorname{III}(N): \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ with

$$
\hat{\boldsymbol{b}}:=\tilde{\boldsymbol{C}}_{N}^{\mathrm{T}} \tilde{\boldsymbol{D}}_{N} \boldsymbol{b}
$$

i.e.,

$$
\hat{b}_{j}:=\sum_{k=0}^{N-1} \varepsilon_{k}^{N} b_{k} \cos \frac{k(2 j+1) \pi}{2 N}=\sum_{k=0}^{N-1} \varepsilon_{k}^{N} b_{k} T_{k}\left(\cos \frac{(2 j+1) \pi}{2 N}\right) .
$$

In the following, let $N=2^{t}(t \in \mathbb{N})$. There exist various fast algorithms that perform the discrete cosine transforms defined above with $\mathcal{O}(N \log N)$ instead of $\mathcal{O}\left(N^{2}\right)$ arithmetical operations (see [28]). Fast algorithms for DCTs based on [30] can be found in [2] (see also [31]). Concerning the inverse DCTs, it is easy to check the following relation (see [2]):

Lemma 2.1. We have

$$
\begin{aligned}
& \boldsymbol{C}_{N+1} \boldsymbol{D}_{N+1} \boldsymbol{C}_{N+1} \boldsymbol{D}_{N+1}=\frac{N}{2} \boldsymbol{I}_{N+1}, \\
& \tilde{\boldsymbol{C}}_{N}^{\mathrm{T}} \tilde{\boldsymbol{D}}_{N} \tilde{\boldsymbol{C}}_{N}=\tilde{\boldsymbol{C}}_{N} \tilde{\boldsymbol{C}}_{N}^{\mathrm{T}} \tilde{\boldsymbol{D}}_{N}=\frac{N}{2} \boldsymbol{I}_{N} .
\end{aligned}
$$

## 3. Fast polynomial multiplication

A polynomial $P$ of degree $N-1$, denoted by $P \in \Pi_{N-1}$, is uniquely determined by values at $N$ different points. Let us assume, however, that we are given $N+1$ values for a polynomial $P \in \Pi_{N-1}$ ( $N=2^{t}, t \in \mathbb{N}$ ), and let these values be given at Chebyshev nodes $\cos (j \pi / N)(j=0, \ldots, N)$, which means that we have the $N+1$ values $(P(\cos j \pi / N))_{j=0, \ldots, N}$. Further, let $Q \in \Pi_{N}$ be a fixed polynomial with known values $(Q(\cos j \pi / 2 N))_{j=0, \ldots, 2 N}$.

In the following we will describe two different ways of computing the values $(R(\cos j \pi / 2 N))_{j=0, \ldots, 2 N}$, where $R=P Q$, in a fast way. Since the polynomial $R \in \Pi_{2 N-1}$ is uniquely determined by the values of the product $P(\cos j \pi / 2 N) Q(\cos j \pi / 2 N)(j=0, \ldots, 2 N)$ we have to compute the values $(P(\cos (2 j+1) \pi / 2 N))_{j=0, \ldots, N-1}$.

The first algorithm is an exact one and is based on the computation of the Chebyshev coefficients.
Note that $P \in \Pi_{N-1}$ can be written with respect to the basis of Chebyshev polynomials, i.e.,

$$
P=\sum_{k=0}^{N-1} a_{k} T_{k}
$$

with real coefficients $a_{k}$. From the equation

$$
\left(P\left(\cos \frac{j \pi}{N}\right)\right)_{j=0, \ldots, N}=C_{N+1}\left(a_{k}\right)_{k=0, \ldots, N}
$$

with $a_{N}=0$ we use Lemma 2.1 to obtain

$$
\begin{equation*}
\left(a_{k}\right)_{k=0, \ldots, N}=\frac{2}{N} \boldsymbol{D}_{N+1} \boldsymbol{C}_{N+1} \boldsymbol{D}_{N+1}\left(P\left(\cos \frac{j \pi}{N}\right)\right)_{j=0, \ldots, N} \tag{3.1}
\end{equation*}
$$

and finally

$$
\begin{equation*}
\left(P\left(\cos \frac{(2 j+1) \pi}{2 N}\right)\right)_{j=0, \ldots, N-1}=\tilde{\boldsymbol{C}}_{N}^{\mathrm{T}}\left(a_{k}\right)_{k=0, \ldots, N-1} \tag{3.2}
\end{equation*}
$$

Now we can summarize these results in Algorithm 3.1.

Algorithm 3.1. Fast polynomial multiplication based on DCTs
Input: $N=2^{t}(t \in \mathbb{N})$

$$
\begin{aligned}
& \left(P\left(\cos \frac{j \pi}{N}\right)\right)_{j=0, \ldots, N} \\
& \left(Q\left(\cos \frac{j \pi}{2 N}\right)\right)_{j=0, \ldots, 2 N}
\end{aligned}
$$

Compute the Chebyshev coefficients $\left(a_{k}\right)_{k=0, \ldots, N-1}$ in (3.1) using a fast DCT-I
Evaluate the values $\left(P\left(\cos \frac{(2 j+1) \pi}{2 N}\right)\right)_{j=0, \ldots, N-1}$ in (3.2) using a fast DCT-III $(N)$
for $j=0, \ldots, 2 N$ do $R\left(\cos \frac{j \pi}{2 N}\right):=P\left(\cos \frac{j \pi}{2 N}\right) Q\left(\cos \frac{j \pi}{2 N}\right)$
end for
Output: $\left(R\left(\cos \frac{j \pi}{2 N}\right)\right)_{j=0, \ldots, 2 N}$

Remark 3.1. Note that Algorithm 3.1 requires one $\operatorname{DCT}-\mathrm{I}(N+1)$ and one DCT-III $(N)$. Algorithm 2.2 [26] requires one $\operatorname{DCT}-\mathrm{III}(2 N)$ and one $\mathrm{DCT}-\mathrm{II}(2 N)$ for a polynomial multiplication based on computing Chebyshev coefficients. This means that Algorithm 3.1 is faster than Algorithm 2.2 in [26].

The second algorithm we will compute the values $(P(\cos ((2 j+1) \pi / 2 N)))_{j=0, \ldots, N-1}$ with the help of a Lagrange interpolation formula and a fast approximate realization of the matrix times vector multiplication with a Cauchy matrix. To be more precise, we rewrite $P$ using Lagrange interpolation in the form

$$
P(x)=\sum_{j=0}^{N} P\left(\cos \frac{j \pi}{N}\right) \frac{\omega(x)}{(x-\cos j \pi / N) \omega^{\prime}(\cos j \pi / N)}
$$

with $\omega(x):=2^{N-1} \prod_{k=0}^{N}(x-\cos k \pi / N)$. Let $U_{N-1}$ be the Chebyshev polynomials of the second kind given by

$$
U_{N-1}(x):=\frac{\sin (N \arccos (x))}{\sqrt{1-x^{2}}}, \quad x \in(-1,1)
$$

We see by $\omega(x)=\left(1-x^{2}\right) U_{N-1}(x)$ that

$$
\begin{aligned}
& \omega\left(\cos \frac{(2 k+1) \pi}{2 N}\right)=(-1)^{k} \sin \frac{(2 k+1) \pi}{2 N} \\
& \omega^{\prime}\left(\cos \frac{j \pi}{N}\right)=\frac{(-1)^{j+1}}{\varepsilon_{N, j}} N
\end{aligned}
$$

and finally

$$
\begin{equation*}
P\left(\cos \frac{(2 k+1) \pi}{2 N}\right)=\frac{(-1)^{k}}{N} \sin \frac{(2 k+1) \pi}{2 N} \sum_{j=0}^{N} \frac{\varepsilon_{N, j}(-1)^{j+1} P(\cos j \pi / N)}{\cos ((2 k+1) \pi / 2 N)-\cos (j \pi / N)} \tag{3.3}
\end{equation*}
$$

for $k=0, \ldots, N-1$. This leads to Algorithm 3.2.

Algorithm 3.2. Fast polynomial multiplication based on FMM
Input: $N=2^{t}(t \in \mathbb{N})$

$$
\left(P\left(\cos \frac{j \pi}{N}\right)\right)_{j=0, \ldots, N}
$$

$$
\left(Q\left(\cos \frac{j \pi}{2 N}\right)\right)_{j=0, \ldots, 2 N}
$$

Compute the values $\left(P\left(\cos \frac{(2 k+1) \pi}{2 N}\right)\right)_{k=0, \ldots, N-1}$ in (3.3) using a FMM
(see Algorithm 3.1 in [8]) with $\mathcal{O}(N \log (1 / \varepsilon))$ arithmetical operations
for $j=0, \ldots, 2 N$ do
$R\left(\cos \frac{j \pi}{2 N}\right):=P\left(\cos \frac{j \pi}{2 N}\right) Q\left(\cos \frac{j \pi}{2 N}\right)$
end for
Output: $\left(R\left(\cos \frac{j \pi}{2 N}\right)\right)_{j=0, \ldots, 2 N}$

Remark 3.2. The FMM [13] was originally designed to compute the sums $\sum_{k=1}^{N} \alpha_{k} /\left(y_{j}-x_{k}\right)$ for points $\left\{x_{1}, \ldots, x_{N}\right\}$ and $\left\{y_{1}, \ldots, y_{N}\right\}$ on the complex plane in an approximative way. Algorithm 3.2 is known as the linear-time interpolation algorithm and was introduced in [8]. This algorithm was first applied to fast Legendre transforms in [32]. Concerning numerical experiments Algorithm 3.1 is faster than 3.2 for the transform lengths $t=2,3, \ldots, 11$ that were tested. However, Algorithm 3.2 is not restricted to the knots $\cos l \pi / N(l=0, \ldots, N)$. This fact was exploited in [32] to stabilize Algorithm 4.1 (see Section 4).

Remark 3.3. Note that Eqs. (3.1), (3.2) and (3.3) imply different representations of the Cauchy matrix

$$
\left(\frac{1}{\cos ((2 k+1) \pi / 2 N)-\cos (j \pi / N)}\right)_{k=0, \ldots, N-1 ; j=0, \ldots, N}
$$

Further representations of similar Cauchy matrices based on other trigonometric transforms are given in [16].

## 4. Fast transform for Legendre functions

This section collects the basic tools for the efficient and stable computation of the Legendre function transform (see [5, p. 399]).

Starting with the Legendre polynomials

$$
P_{k}(x):=\frac{1}{2^{k} k!} \frac{\mathrm{d}^{k}}{\mathrm{~d} x^{k}}\left(x^{2}-1\right)^{k} \quad\left(x \in[-1,1] ; k \in \mathbb{N}_{0}\right),
$$

we define the associated Legendre functions $P_{k}^{n}\left(n \in \mathbb{N}_{0} ; k=n, n+1, \ldots\right)$ as

$$
\begin{equation*}
P_{k}^{n}(x):=\left(\frac{(k-n)!}{(k+n)!}\right)^{1 / 2}\left(1-x^{2}\right)^{n / 2} \frac{\mathrm{~d}^{n}}{\mathrm{~d} x^{n}} P_{k}(x) \quad(x \in[-1,1]) . \tag{4.1}
\end{equation*}
$$

For any fixed $n \in \mathbb{N}_{0}$, the functions $P_{k}^{n}(k=n, n+1, \ldots)$ form a complete orthogonal system in $L^{2}[-1,1]$ with

$$
\frac{1}{2} \int_{-1}^{1} P_{k}^{n}(x) P_{l}^{n}(x) \mathrm{d} x=\frac{1}{2 k+1} \delta_{k, l} \quad\left(n \in \mathbb{N}_{0} ; k, l=n, n+1, \ldots\right) .
$$

Moreover, the associated Legendre functions fulfill the three-term recurrence relation

$$
\begin{align*}
& P_{n-1}^{n}(x):=0, \quad P_{n}^{n}(x)=\frac{((2 n)!)^{1 / 2}}{2^{n} n!} \quad\left(1-x^{2}\right)^{n / 2}, \\
& P_{k+1}^{n}(x)=v_{k}^{n} x P_{k}^{n}(x)+w_{k}^{n} P_{k-1}^{n}(x) \quad(k=n, n+1, \ldots) \tag{4.2}
\end{align*}
$$

with

$$
v_{k}^{n}:=\frac{2 k+1}{((k-n+1)(k+n+1))^{1 / 2}}, \quad w_{k}^{n}:=-\frac{((k-n)(k+n))^{1 / 2}}{((k-n+1)(k+n+1))^{1 / 2}} .
$$

A simple but powerful idea in [26] is to define the functions $P_{k}^{n}$ also for $k<n$. This was done as follows. For even $n$ we start with $P_{-1}^{n}:=0$ and $P_{0}^{n}(x):=\sqrt{(2 n)!} / 2^{n} n!$ and for odd $n$ let $P_{0}^{n}(x):=$ $P_{1}^{n}(x):=\sqrt{(2 n)!} / 2^{n} n!\left(1-x^{2}\right)^{1 / 2}$. We introduce the functions $P_{k}^{n}$ by the three-term recurrence relation

$$
\begin{equation*}
P_{k+1}^{n}(x):=\left(\alpha_{k}^{n} x+\beta_{k}^{n}\right) P_{k}^{n}(x)+\gamma_{k}^{n} P_{k-1}^{n}(x) \tag{4.3}
\end{equation*}
$$

with

$$
\begin{aligned}
& \alpha_{k}^{n}:= \begin{cases}(-1)^{k+1} & \text { for } k<n, \\
v_{k}^{n} & \text { otherwise },\end{cases} \\
& \beta_{k}^{n}:= \begin{cases}1 & \text { for } k<n, \\
0 & \text { otherwise },\end{cases} \\
& \gamma_{k}^{n}:= \begin{cases}0 & \text { for } k \leqslant n, \\
w_{k}^{n} & \text { otherwise } .\end{cases}
\end{aligned}
$$

It is a fact, that $P_{k}^{n}$ is a polynomial of degree $k$ for even $n$ and that $\left(1-x^{2}\right)^{-1 / 2} P_{k}^{n}$ is a polynomial of degree $k-1$ for odd $n$. Furthermore, these functions coincide with (4.1) for $k \geqslant n$. The main reason for defining $P_{k}^{n}$ also for $k<n$ is that this modification allows a stable computation of the Legendre function transform.

By shifting the index $k$ in (4.3) by $c \in \mathbb{N}_{0}$ we obtain the associated Legendre polynomials $P_{k}^{n}(\cdot, c)$ for $P_{k}^{n}$ defined by

$$
\begin{equation*}
P_{k+1}^{n}(x, c):=\left(\alpha_{k+c}^{n} x+\beta_{k+c}^{n}\right) P_{k}^{n}(x, c)+\gamma_{k+c}^{n} P_{k-1}^{n}(x, c) \quad(k=0,1, \ldots) \tag{4.4}
\end{equation*}
$$

with $P_{-1}^{n}(x, c):=0$ and $P_{0}^{n}(x, c):=1$.
Induction now yields the following lemma:
Lemma 4.1. Let $P_{c}^{n}(x)$ and $P_{k}^{n}(x, c)$ be given by (4.3) and (4.4), respectively. We then have

$$
P_{c+k}^{n}(x)=P_{k}^{n}(x, c) P_{c}^{n}(x)+\gamma_{c}^{n} P_{k-1}^{n}(x, c+1) P_{c-1}^{n}(x) .
$$

Lemma 4.1 implies

$$
\begin{equation*}
\binom{P_{c+k}^{n}}{P_{c+k+1}^{n}}=\boldsymbol{U}_{k}^{n}(\cdot, c)^{\mathrm{T}}\binom{P_{c-1}^{n}}{P_{c}^{n}} \tag{4.5}
\end{equation*}
$$

with

$$
\boldsymbol{U}_{k}^{n}(x, c):=\left(\begin{array}{cc}
\gamma_{c}^{n} P_{k-1}^{n}(x, c+1) & \gamma_{c}^{n} P_{k}^{n}(x, c+1) \\
P_{k}^{n}(x, c) & P_{k+1}^{n}(x, c)
\end{array}\right)
$$

Let $M \in \mathbb{N}, n \in \mathbb{Z}$ with $M>|n|$ be given. We consider the polynomials

$$
\begin{equation*}
g_{n}(x):=\sum_{k=|n|}^{M} a_{k}^{n} P_{k}^{|n|}(x) \in \Pi_{M} \tag{4.6}
\end{equation*}
$$

for even $n$ and

$$
\begin{equation*}
g_{n}(x):=\frac{1}{\sqrt{1-x^{2}}} \sum_{k=|n|}^{M} a_{k}^{n} P_{k}^{|n|}(x) \in \Pi_{M-1} \tag{4.7}
\end{equation*}
$$

for odd $n$ with real coefficients $a_{k}^{n}$.
The concern of the fast Legendre function transform is the fast evaluation of

$$
\begin{equation*}
\left(g_{s, n}\right)_{s=0, \ldots, N}:=\left(g_{n}\left(\cos \frac{s \pi}{N}\right)\right)_{s=0, \ldots, N} \quad\left(N:=2^{\left\lceil\log _{2} M\right\rceil}\right) \tag{4.8}
\end{equation*}
$$

Note that we generalize this result in Section 6 such that we are able to compute $g_{n}$ on arbitrary knots. In the following we will restrict our attention to the case for fixed even $n$. First of all we use (4.3) to obtain

$$
g_{n}=\sum_{k=|n|}^{M-1} a_{k}^{(0)} P_{k}^{|n|}=\sum_{k=\lfloor|n| / 4\rfloor}^{\lceil M / 4\rceil-1}\left(\sum_{l=0}^{3} a_{4 k+l}^{(0)} P_{4 k+l}^{|n|}\right)
$$

with

$$
\begin{align*}
& a_{k}^{(0)}(x):=a_{k}^{n} \quad(k=0, \ldots, N-3), \\
& a_{N-2}^{(0)}(x):=a_{N-2}^{n}+\gamma_{N-1}^{|n|} a_{N}^{n}, \\
& a_{N-1}^{(0)}(x):=a_{N-1}^{n}+\beta_{N-1}^{|n|} a_{N}^{n}+\alpha_{N-1}^{|n|} a_{N}^{n} x, \tag{4.9}
\end{align*}
$$

where $a_{k}^{n}:=0$ for $k<|n|$ and for $k>M$. In order to apply Algorithm 3.1 we compute the values $\left(a_{k}^{(0)}(\cos s \pi / 2)\right)_{s=0,1,2}$ for $k=2\lfloor|n| / 2\rfloor, \ldots, 2(\lceil M / 2\rceil-1)$. We mention without proof that $a_{k}^{(\tau-1)} \equiv 0$ for $k<2^{\tau}\left\lfloor n \mid / 2^{\tau}\right\rfloor$ and for $k>2^{\tau}\left(\left\lceil M / 2^{\tau}\right\rceil-1\right)\left(\tau=1, \ldots,\left\lceil\log _{2} M\right\rceil-1\right)$. Now we proceed by cascade summation as shown in Fig. 1. From (4.5) with $k=1$ and $c=4 l+1$ it follows that

$$
\left(a_{4 l+2}^{(0)}, a_{4 l+3}^{(0)}\right)\binom{P_{4 l+2}^{|n|}}{P_{4 l+3}^{|n|}}=\left(a_{4 l+2}^{(0)}, a_{4 l+3}^{(0)}\right) \boldsymbol{U}_{1}(\cdot, 4 l+1)^{\mathrm{T}}\binom{P_{4 l}^{|n|}}{P_{4 l+1}^{|n|}}
$$

for $l=\lfloor|n| / 4\rfloor, \ldots,\lceil M / 4\rceil-1$. Thus,

$$
g_{n}=\sum_{l=\lfloor|n| / 4\rfloor}^{\lceil M / 4\rceil-1} a_{4 l}^{(1)} P_{4 l}^{|n|}+a_{4 l+1}^{(1)} P_{4 l+1}^{|n|}
$$



Fig. 1. Cascade summation for the computation of the values $\left(g_{4}(\cos s \pi / 16)\right)_{s=0, \ldots, 16}$.
with

$$
\begin{equation*}
\binom{a_{4 l}^{(1)}}{a_{4 l+1}^{(1)}}:=\binom{a_{4 l}^{(0)}}{a_{4 l}^{(0)}}+\boldsymbol{U}_{1}^{|n|}(\cdot, 4 l+1)\binom{a_{4 l+2}^{(0)}}{a_{4 l+3}^{(0)}} . \tag{4.10}
\end{equation*}
$$

The degree of the polynomial products in (4.10) is at most 3 so that their computation can be performed by Algorithm 3.1 with $N=2$, i.e., we compute

$$
\left(a_{4 l}^{(1)}\left(\cos \frac{s \pi}{4}\right)\right)_{s=0, \ldots, 4}, \quad\left(a_{4 l+1}^{(1)}\left(\cos \frac{s \pi}{4}\right)\right)_{s=0, \ldots, 4} \quad \text { for } l=\left\lfloor\frac{|n|}{4}\right\rfloor, \ldots,\left\lceil\frac{M}{4}\right\rceil-1 .
$$

We continue in the obvious manner. In step $\tau(1 \leqslant \tau<j)$ we use (4.5) with $k=2^{\tau}-1$ and $c=2^{\tau+1} l+1$ to compute the values

$$
\left(a_{2^{\tau+1} l}^{(\tau)}\left(\cos \frac{s \pi}{2^{\tau+1}}\right)\right)_{s=0, \ldots, 2^{\tau+1}}, \quad\left(a_{2^{\tau+1} l+1}^{(\tau)}\left(\cos \frac{s \pi}{2^{\tau+1}}\right)\right)_{s=0, \ldots, 2^{\tau+1}}
$$

of the polynomials $a_{2^{\tau+1} l}^{(\tau)}, a_{2^{\tau+1} l+1}^{(\tau)} \in \Pi_{2^{\tau+1}-1}$ for $l=\left\lfloor|n| / 2^{\tau+1}\right\rfloor, \ldots,\left\lceil M / 2^{\tau+1}\right\rceil-1$. The polynomials are defined by

$$
\begin{equation*}
\binom{a_{2^{\tau+1} l}^{(\tau)} l}{a_{2^{\tau+1} l+1}^{(\tau)}}:=\binom{a_{2^{\tau+1} l}^{(\tau-1)}}{a_{2^{\tau+1} l+1}^{(\tau-1)}}+\boldsymbol{U}_{2^{\tau}-1}^{|n|}\left(\cdot, 2^{\tau+1} l+1\right)\binom{a_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}}{a_{2^{\tau+1} l+2^{\tau}+1}^{(\tau-1)}} \tag{4.11}
\end{equation*}
$$

and we apply Algorithm 3.1 (with $N=2^{\tau}$ ) to compute the polynomial products. Note that the values

$$
\begin{equation*}
\left(a_{2^{\tau+1} l}^{(\tau-1)}\left(\cos \frac{(2 s+1) \pi}{2^{\tau}}\right)\right)_{s=0, \ldots, 2^{\tau}-1}, \quad\left(a_{2^{\tau+1} l+1}^{(\tau-1)}\left(\cos \frac{(2 s+1) \pi}{2^{\tau}}\right)\right)_{s=0, \ldots, 2^{\tau}-1} \tag{4.12}
\end{equation*}
$$

are not known-they have to be computed from the values

$$
\left(a_{2^{\tau+1} l}^{(\tau-1)}\left(\cos \frac{s \pi}{2^{\tau}}\right)\right)_{s=0, \ldots, 2^{\tau}}, \quad\left(a_{2^{\tau+1} l+1}^{(\tau-1)}\left(\cos \frac{s \pi}{2^{\tau}}\right)\right)_{s=0, \ldots, 2^{\tau}} .
$$

But since $a_{2^{\tau+1} l}^{(\tau-1)}, a_{2^{\tau+1} l+1}^{(\tau-1)} \in \Pi_{2^{\tau}-1}$ this can be done by DCT-I $\left(2^{\tau}+1\right)$ s and DCT-III $\left(2^{\tau}\right)$ s as mentioned in (3.1) and (3.2). After step $j-1$ our cascade summation arrives at

$$
g_{n}=a_{0}^{(j-1)} P_{0}^{|n|}+a_{1}^{(j-1)} P_{1}^{|n|}
$$

Now we compute

$$
\begin{equation*}
g_{n}\left(\cos \frac{s \pi}{N}\right)=a_{0}^{(j-1)}\left(\cos \frac{s \pi}{N}\right) P_{0}^{n}\left(\cos \frac{s \pi}{N}\right)+a_{1}^{(j-1)}\left(\cos \frac{s \pi}{N}\right) P_{1}^{n}\left(\cos \frac{s \pi}{N}\right) \tag{4.13}
\end{equation*}
$$

for $s=0, \ldots, N$. Note that $a_{0}^{(j-1)}, a_{1}^{(j-1)} \in \Pi_{N-1}$, but we know the values

$$
\left(a_{0}^{(j-1)}\left(\cos \frac{s \pi}{N}\right)\right)_{s=0, \ldots, N}, \quad\left(a_{1}^{(j-1)}\left(\cos \frac{s \pi}{N}\right)\right)_{s=0, \ldots, N}
$$

and hence the polynomial product (4.13) is exact.

### 4.1. Stabilization issues

Unfortunately, an implementation of the algorithm presented in the preceding section demonstrates numerical instability for $n>16$ ( $n<-16$ as well). The reason for this is that some of the associated Legendre polynomials $P_{k}^{n}(x, c)$ involved in the algorithm become very large for $|x| \approx 1$ while the values of the polynomials $a_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}$ and $a_{2^{\tau+1} l+2^{\tau}+1}^{(\tau-1)}$ may be arbitrary small for these values of $x$.

In [18, Theorem 3.1] it is proved that

$$
\max \left\{\left|P_{k}^{n}(x, c)\right|: x \in[-1,1]\right\}=P_{k}^{n}(1, c) .
$$

Using an integral representation

$$
P_{k}^{n}(x)=\frac{2^{n} n!}{(2 n)!}\left(\frac{(k+n)!}{(k-n)!}\right)^{1 / 2} \frac{\left(1-x^{2}\right)^{n / 2}}{\pi} \int_{0}^{\pi}\left(x+\left(x^{2}-1\right)^{1 / 2} \cos \theta\right)^{k-n} \sin ^{2 n} \theta \mathrm{~d} \theta
$$

as given in [23, p. 185] we can use Lemma 4.1 to obtain

$$
\begin{equation*}
\left(\frac{(k+c+n)!}{(k+c-n)!}\right)^{1 / 2}=P_{k}^{n}(1, c)\left(\frac{(c+n)!}{(c-n)!}\right)^{1 / 2}+w_{c}^{n} P_{k-1}^{n}(1, c+1)\left(\frac{(c-1+n)!}{(c-1-n)!}\right)^{1 / 2} \tag{4.14}
\end{equation*}
$$



Fig. 2. Polynomial $a_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}$, associated Legendre polynomial $P_{2^{\tau}-1}^{n}\left(\cdot, 2^{\tau+1} l+1\right)$ and the product $P_{2^{\tau}-1}^{n}\left(\cdot, 2^{\tau+1} l+1\right) a_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}$ for values $\tau=5, n=64$ and $l=1$.
for $c>n$. With $P_{0}^{n}(1, c)=1$ and $Z_{(n, k, c)}:=((k+c+n)!(c-n)!/(k+c-n)!(c+n)!)^{1 / 2}$ induction yields

$$
\begin{align*}
P_{k}^{n}(1, c) & =Z_{(n, k, c)} \sum_{i=0}^{k}\left(\frac{(c-n-1+i)!(c+n)!}{(c-n-1)!(c+n+i)!}\right) \\
& =\frac{(n+c) Z_{(n, k, c)}^{2}+n-c}{2 n Z_{(n, k, c)}}, \tag{4.15}
\end{align*}
$$

which becomes larger for $c \rightarrow n, k \rightarrow \infty$ (for fixed $n$ ). The multiplication of these large and small values results in very large and small function values for the polynomials $a_{2^{\tau+1} l}^{(\tau)}$ (see Fig. 2).

The numerical problems result from the computation of the intermediate values of the polynomials $a_{2^{+1} l+2^{\tau}}^{(\tau-1)}$. Global interpolation methods like FFT-based or DCT-based algorithms (see $[6,26,14]$ resp. Algorithm 3.1) or FMM-based algorithms (see [32] resp. Algorithm 3.2) uniformly cause an error in $a_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}$, i.e., a small relative error in $\max _{|x| \leqslant 1}\left|a_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}(x)\right|$ is added uniformly to $a_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}$. Thus, computing the product $P_{2^{\tau}-1}^{n}\left(\cdot, 2^{\tau+1} l+1\right) a_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}$ leads to a huge relative error.

We illustrate the error propagation by a simple example. Fig. 3 (left) shows the relative error in the perturbed polynomial $\tilde{a}_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}$ which is amplified in the product by orders of magnitude, see Fig. 3 (right). The increase of the relative error is caused by the huge values of $P_{2^{\tau}-1}^{n}\left(\cdot, 2^{\tau+1} l+1\right)$ for $|x| \approx 1$.

Consequently, the simplest idea consists of replacing the ordinary cascade summation step by "special" stabilization steps whenever the values $\left|P_{k}^{n}(1, c)\right|$ involved in the algorithm cross some threshold. This straightforward idea was first formulated in [26]. To avoid the multiplications with large values, the multiplications with $\boldsymbol{U}_{2^{\tau}-1}^{n}\left(\cdot, 2^{\tau+1} l+1\right)$ were originally replaced by multiplications with $\boldsymbol{U}_{2^{t}(2 l+1)-1}^{n}(\cdot, 1)$, which fulfills

$$
\boldsymbol{U}_{2^{\tau}(2 l+1)-1}^{n}(\cdot, 1)=\boldsymbol{U}_{2^{\tau+1} l-1}^{n}(\cdot, 1) \boldsymbol{U}_{2^{\tau}-1}^{n}\left(\cdot, 2^{\tau+1} l+1\right) .
$$



Fig. 3. Error propagation for computation of intermediate values based on a global interpolation method, the maximum allowable error is $10^{-8}$ (dashed lines), as above $\tau=5, n=64$ and $l=1$; the relative error $\left\|a_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}\right\|_{\infty}^{-1}\left|\tilde{a}_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}-a_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}\right|$ (left) and the relative error $\left\|P_{2^{\tau}-1}^{n}\left(\cdot, 2^{\tau+1} l+1\right) a_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}\right\| \|_{\infty}^{-1}\left|P_{2^{\tau}-1}^{n}\left(\cdot, 2^{\tau+1} l+1\right) \tilde{a}_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}-P_{2^{\tau}-1}^{n}\left(\cdot, 2^{\tau+1} l+1\right) a_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}\right|$ of the product (right).

The entries of $\boldsymbol{U}_{2^{\tau}(2 l+1)-1}^{n}(\cdot, 1)$ are significantly smaller than those of $\boldsymbol{U}_{2^{\tau}-1}^{n}\left(\cdot, 2^{\tau+1} l+1\right)$ for $|x| \approx 1$. Of course, the high-order zeros of $\boldsymbol{U}_{2^{\tau+1} l-1}^{n}(\cdot, 1)$ for $|x|=1$ are the reason for this fact. Furthermore, Lemma 4.1 implies

$$
\binom{P_{2^{t+1} l+2^{\tau}}^{n}}{P_{2^{\tau+1} l+2^{\tau}+1}^{n}}=\boldsymbol{U}_{2^{\tau}(2 l+1)}^{n}(\cdot, 1)^{\mathrm{T}}\binom{P_{0}^{n}}{P_{1}^{n}} .
$$

Therefore, the stabilization step is equivalent to

$$
g_{n}^{\text {stab (new) }}=g_{n}^{\text {stab (old) }}+a_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)} P_{2^{\tau+1} l+2^{\tau}}^{|n|}+a_{2^{\tau+1} l+2^{\tau}+1}^{(\tau-1)} P_{2^{\tau+1} l+2^{\tau}+1}^{|n|} .
$$

In other words, instead of using (4.11), we evaluate the polynomials which would cause numerical problems in $\mathcal{O}(M \log M)$ floating point operations. As usual we also have to compute the values (4.12) in $\mathcal{O}\left(2^{\tau} \tau\right)$ operations and set

$$
\binom{a_{2^{\tau+1} l}^{(\tau)}}{a_{2^{\tau+1} l+1}^{(\tau)}}:=\binom{a_{2^{\tau+1} l}^{(\tau-1)}}{a_{2^{\tau+1} l+1}^{(\tau-1)}} .
$$

For the purpose of performing a complexity analysis it would be necessary to know an upper bound for
$s:=\#\left\{(c, k, n): P_{k}^{n}(1, c)\right.$ is used in Algorithm 4.1 and $P_{k}^{n}(1, c)$ exceeds the threshold $\}$.
If $s=\mathcal{O}(\log M)$ our stabilization technique would still lead to an $\mathcal{O}\left(M \log ^{2} M\right)$ algorithm.
We summarize the results including the stabilization, in Algorithm 4.1.

Algorithm 4.1. Fast Legendre function transform
Input: $M \in \mathbb{N}_{0}, n \in \mathbb{Z}(|n| \leqslant M),\left(a_{k}^{n}\right)_{k=|n|, \ldots, M}$
Precompute: $j:=\left\lceil\log _{2} M\right\rceil, N:=2^{j}$ and $\boldsymbol{U}_{2^{\tau}-1}^{|n|}\left(\cos \frac{s \pi}{2^{\tau+1}}, 2^{\tau+1} l+1\right)$
for $\tau=1, \ldots, j-1, l=\left\lfloor\frac{|n|}{2^{\tau+1}}\right\rfloor, \ldots,\left\lceil\frac{M}{2^{\tau+1}}\right\rceil-1$ and $s=0, \ldots, 2^{\tau+1}$
$\left(P_{2^{\tau}(2 l+1)}^{|n|}\left(\cos \frac{s \pi}{2^{j}}\right)\right)_{s=0, \ldots, N}$ and $\left(P_{2^{\tau}(2 l+1)}^{|n|}\left(\cos \frac{s \pi}{2^{j}}\right)\right)_{s=0, \ldots, N}$
for the stabilization steps
Compute $\left(a_{k}^{(0)}\right)_{k=0, \ldots, N-1}$ using (4.9)
for $\tau=1, \ldots, j-1$ do
for $l=\left\lfloor\frac{|n|}{2^{\tau+1}}\right\rfloor, \ldots,\left\lceil\frac{M}{2^{\tau+1}}\right\rceil-1$ do
Compute intermediate values of $a_{2^{\tau+1} l}^{(\tau-1)}, a_{2^{2+1} l+1}^{(\tau-1)}$ using DCTs, see (4.12) if multiplication with $\boldsymbol{U}_{2^{\tau}-1}^{|n|}\left(\cdot, 2^{\tau+1} l+1\right)$ is stable then

Compute the values of $a_{2^{\tau+1} l}^{(\tau)}, a_{2^{\tau+1} l+1}^{(\tau)}$ in (4.11) with Algorithm 3.1 else

Compute $g_{n}^{\text {stab (new) }}=g_{n}^{\text {stab (old) }}+a_{2^{\tau}(2 l+1)}^{\tau-1} P_{2^{\tau}(2 l+1)}^{|n|}+a_{2^{\tau}(2 l+1)+1}^{\tau-1} P_{2^{\tau}(2 l+1)+1}^{|n|}$ using a method similar to Algorithm 3.1 (DCT-Is and zero-padding)
Update $a_{2^{\tau+1} l}^{(\tau)}=a_{2^{\tau+1} l}^{(\tau-1)}$ and $a_{2^{\tau+1} l+1}^{(\tau)}=a_{2^{\tau+1} l+1}^{(\tau-1)}$ end if
end for
end for
Compute $\left(g_{s, n}\right)_{s=0, \ldots, N}=\left(g_{n}\left(\cos \frac{s \pi}{N}\right)\right)_{s=0, \ldots, N}$ using (4.13)
Compute $\left(g_{s, n}\right)_{s=0, \ldots, N}=\left(g_{s, n}\right)_{s=0, \ldots, N}+\left(g_{s, n}^{\text {stab }}\right)_{s=0, \ldots, N}$
Output: $\left(g_{s, n}\right)_{s=0, \ldots, N}$
Remark 4.2. If we replace the fast polynomial multiplication in Algorithm 4.1 by Algorithm 3.2 we end up with an approximate algorithm similar to the one given in [32]. Note that in Algorithm 3.2 the polynomial multiplication is not restricted to the points $\cos s \pi /\left(2^{\tau+1}\right)$. Hence, one can improve the numerical stability by choosing different sampling points (see [32]).

Remark 4.3. If we realize the polynomial multiplication in Section 3 by the FFT, we obtain the transposted version of the Driscoll-Healy algorithm [6]. In [7] the authors also used the DCT. To see how these algorithms are related, see [25].

## 5. Discrete spherical Fourier transform

In this section, we propose an algorithm to evaluate band-limited functions on the sphere, given by their spherical Fourier coefficients, at arbitrary nodes. More precisely, given the spherical Fourier coefficients $\left(a_{k}^{n}\right)_{(k, n) \in I^{M}} \in \mathbb{C}^{(M+1)^{2}}(M \in \mathbb{N})$ and nodes $\left(\vartheta_{d}, \phi_{d}\right)_{d=0, \ldots, D-1} \in S^{D}(D \in \mathbb{N})$, we are interested
in the fast computation of

$$
\begin{align*}
\left(f\left(\vartheta_{d}, \varphi_{d}\right)\right)_{d=0, \ldots, D-1} & =\left(\sum_{(k, n) \in I^{M}} a_{k}^{n}(f) Y_{k}^{n}\left(\vartheta_{d}, \varphi_{d}\right)\right)_{d=0, \ldots, D-1} \\
& =\left(\sum_{k=0}^{M} \sum_{n=-k}^{k} a_{k}^{n} Y_{k}^{n}\left(\vartheta_{d}, \varphi_{d}\right)\right)_{d=0, \ldots, D-1} \\
& =\left(\sum_{n=-M}^{M} h_{n}\left(\cos \vartheta_{d}\right) \mathrm{e}^{\mathrm{i} n \varphi_{d}}\right)_{d=0, \ldots, D-1} \tag{5.1}
\end{align*}
$$

with

$$
h_{n}(\cos \vartheta):= \begin{cases}g_{n}(\cos \vartheta) & \text { for even } n,  \tag{5.2}\\ (\sin \vartheta) g_{n}(\cos \vartheta) & \text { otherwise }\end{cases}
$$

where we consider the $g_{n}$ given in Eqs. (4.6) and (4.7) with complex coefficients.

### 5.1. DSFT on special grids

We start with the problem of evaluating $f$ for given spherical Fourier coefficients $\left(a_{k}^{n}\right)_{(k, n) \in I^{M}}$ on the grid $\left(\vartheta_{s}, \varphi_{t}\right)_{s=0, \ldots, N, t=0, \ldots, 2 N-1} \in S^{2 N(N+1)}$ with $\vartheta_{s}:=s \pi / N, \varphi_{t}:=t \pi / 2 N$ and $N:=2^{\left\lceil\log _{2} M\right\rceil}$. By separation of the variables and evaluation of

$$
\begin{equation*}
\left(h_{s, n}\right)_{s=0, \ldots, N}:=\left(h_{n}\left(\vartheta_{s}\right)\right)_{s=0, \ldots, N} \tag{5.3}
\end{equation*}
$$

for $n=-M, \ldots, M$, followed by Fourier transformations

$$
\begin{equation*}
\left(f\left(\vartheta_{s}, \varphi_{t}\right)\right)_{t=0, \ldots, 2 N-1}:=\left(\sum_{n=-M}^{M} h_{s, n} \mathrm{e}^{\mathrm{i} n \varphi_{t}}\right)_{t=0, \ldots, 2 N-1} \tag{5.4}
\end{equation*}
$$

for $s=0, \ldots, N$, we obtain an $\mathcal{O}\left(M^{2} N\right)$ algorithm. By using the fact that $P_{k}^{|n|}$ is an even (odd) function when $n-k$ is even (odd) and that $\cos \vartheta_{s}=-\cos \vartheta_{N-s}$, we save half the arithmetical operations. We use two modified Clenshaw algorithms to compute

$$
\begin{align*}
& \left(h_{s, n}^{\text {even }}\right)_{s=0, \ldots, N / 2}:=\left(\sum_{\substack{k=|n|, k-n \text { even }}}^{M} a_{k}^{n} P_{k}^{|n|}\left(\cos \vartheta_{s}\right)\right)_{s=0, \ldots, N / 2},  \tag{5.5}\\
& \left(h_{s, n}^{\text {odd }}\right)_{s=0, \ldots, N / 2}:=\left(\sum_{\substack{k=|n|, k-n \text { odd }}}^{M} a_{k}^{n} P_{k}^{|n|}\left(\cos \vartheta_{s}\right)\right)_{s=0, \ldots, N / 2} \tag{5.6}
\end{align*}
$$

and finally set

$$
h_{s, n}= \begin{cases}h_{s, n}^{\text {even }}+h_{s, n}^{\text {odd }} & \text { for } s=0, \ldots, \frac{N}{2},  \tag{5.7}\\ h_{N-s, n}^{\text {even }}-h_{N-s, n}^{\text {odd }} & \text { otherwise },\end{cases}
$$

instead of performing the direct computation in (5.3).
Remark 5.1. This technique is known as the parity-exploiting matrix multiplication (PMMT) and is used in the T639 code of the European Center for Medium-Range Weather Forecasting, see [24].

However, we can obtain an asymptotically faster transform for (5.3) by using the fast associated Legendre transforms to compute $\left(g_{s, n}\right)_{s=0, \ldots, N}$ (see definition (4.8)) for $n=-M, \ldots, M$ and applying (5.2). The longitudinal steps (5.4) are just conventional FFTs for $s=0, \ldots, N$. Because (5.3) can be computed more quickly for small $M$ using the modified Clenshaw algorithm, we implemented this DSFT as follows:

- Algorithm 3.1 makes use of direct cosine transforms up to a length of 64 (see [29]) and of an implementation following [1] otherwise.
- During precomputation, test for every $n=-M, \ldots, M$ whether $\left(h_{s, n}\right)_{s=0, \ldots, N}$ can be evaluated more quickly using Algorithm 4.1 or using the modified Clenshaw algorithm.

We obtain an exact DSFT algorithm (Algorithm 5.1) for the grids $\left(\vartheta_{s}, \varphi_{t}\right)_{s=0, \ldots, N, t=0, \ldots, 2 N-1}$. Oversampling can be carried out by using zero-padding techniques for the latitudinal as well as for the longitudinal direction.

### 5.2. Slow spherical Fourier transform on arbitrary nodes

We obtained a direct $\mathcal{O}\left(M^{2} N\right)$ algorithm instead of $\mathcal{O}\left(M^{2} N^{2}\right)$ in the last section by a separation of variables over the grid. For arbitrary nodes, we only have an $\mathcal{O}\left(M^{2} D\right)$ algorithm, where $D$ is the number of nodes (see Algorithm 5.2 and see [5, p. 402]).

### 5.3. Fast spherical Fourier transform on arbitrary nodes

Given problem (5.1) we first use Algorithm 4.1 to change the basis, a step which is independent of the nodes. After this, we use the fast Fourier transform for nonequispaced data (NFFT) to compute the values of the function at arbitrary nodes. Note that the FFT requires sampling on an equally spaced grid, which represents a significant limitation for many applications. The aim of the NFFT is to overcome this drawback. The NFFT can be realized in an efficient way by approximating trigonometric polynomials by the sum of translates of a 1-periodic function $\varphi$ with good localization in time and frequency. Beylkin et al. [3,4] prefer $B$-splines and Rokhlin et al. [9] Gaussians. By the results in $[11,22,10]$ we prefer to apply the NFFT with Kaiser-Bessel functions. Details concerning NFFT algorithms can be found for example in [27] and a software package can be found in [17].

Algorithm 5.1. DSFT on equispaced grids in $S$
Input: $M \in \mathbb{N},\left(a_{k}^{n}\right)_{(k, n) \in I^{M}} \in \mathbb{C}^{(M+1)^{2}}$
Precompute: $j:=\left\lceil\log _{2} M\right\rceil, N:=2^{j}$,
$\theta_{s}:=\frac{s \pi}{N}(s=0, \ldots, N), \varphi_{t}:=\frac{t \pi}{2 N}(t=0, \ldots, 2 N-1)$,
see additional precomputation of Algorithm 4.1
Set $h_{s, n}:=0$ for $s=0, \ldots, N$ and $n=-N, \ldots, N$
for $n=-M, \ldots, M$ do
if direct computation using (5.7) is faster then
Compute $\left(h_{s, n}\right)_{s=0, \ldots, N}$ using the modified Clenshaw algorithm
else
Compute $\left(g_{s, n}\right)_{s=0, \ldots, N}$ using Algorithm 4.1
if n odd then
Compute $\left(h_{s, n}\right)_{s=0, \ldots, N}=\left(\left(\sin \frac{s \pi}{N}\right) g_{s, n}\right)_{s=0, \ldots, N}$
else
Set $\left(h_{s, n}\right)_{s=0, \ldots, N}=\left(g_{s, n}\right)_{s=0, \ldots, N}$
end if
end if
end for
for $s=0, \ldots, N$ do
Compute $\left(f\left(\vartheta_{s}, \varphi_{t}\right)\right)_{t=0, \ldots, 2 N-1}$ using a $\operatorname{FFT}\left(\left(h_{s, n}\right)_{n=-N, \ldots, N-1}\right)$ of length $2 N$
Compute $\left(f\left(\vartheta_{s}, \varphi_{t}\right)\right)_{t=0, \ldots, 2 N-1}=\left(f\left(\vartheta_{s}, \varphi_{t}\right)\right)_{t=0, \ldots, 2 N-1}+\left(h_{s, N} \mathrm{e}^{\mathrm{i} N \varphi_{t}}\right)_{t=0, \ldots, 2 N-1}$
end for

Output: $\left(f\left(\vartheta_{s}, \varphi_{t}\right)\right)_{s=0, \ldots, N, t=0, \ldots, 2 N-1}$

Algorithm 5.2. Direct computation of (5.1)
Input: $M \in \mathbb{N},\left(a_{k}^{n}\right)_{(k, n) \in I^{M}} \in \mathbb{C}^{(M+1)^{2}}, D \in \mathbb{N},\left(\vartheta_{d}, \varphi_{d}\right)_{d=0, \ldots, D-1} \in S^{D}$
for $d=0, \ldots, D-1$ do
for $n=-M \ldots M$ do
Compute $h_{d, n}=\sum_{k=|n|}^{M} a_{k}^{n} P_{k}^{|n|}\left(\cos \vartheta_{d}\right)$ using the Clenshaw algorithm
end for
Compute $f\left(\vartheta_{d}, \varphi_{d}\right)=\sum_{n=-M}^{M} h_{d, n} \mathrm{e}^{\mathrm{i} n \varphi_{d}}$
end for

Output: $\left(f\left(\vartheta_{d}, \varphi_{d}\right)\right)_{d=0, \ldots, D-1}$
Details concerning the NFFT algorithms can be found in [27] for example.

For arbitrary $(\vartheta, \varphi) \in S$ we have

$$
f(\vartheta, \varphi)=\sum_{n=-M}^{M} h_{n}(\cos \vartheta) \mathrm{e}^{\mathrm{i} n \varphi},
$$

where the $h_{n}$ are as given by (5.2). By using Algorithm 4.1 we compute the values

$$
\left(g_{s, n}\right)_{s=0, \ldots, N} \quad\left(N=2^{\left\lceil\log _{2} M\right\rceil}\right)
$$

(the polynomial part of $h_{n}$ ) for $n=-M, \ldots, M$ as given by (4.8). Furthermore, we obtain the Chebyshev coefficients $\left(\tilde{a}_{k}^{n}\right)_{k=0, \ldots, N} \in \mathbb{C}^{N+1}$ in

$$
g_{n}(\cos \vartheta)=\sum_{k=0}^{M} \tilde{a}_{k}^{n} T_{k}(\cos \vartheta)
$$

for even $n$ and

$$
g_{n}(\cos \vartheta)=\sum_{k=0}^{M-1} \tilde{a}_{k}^{n} T_{k}(\cos \vartheta)
$$

for odd $n$ by using Eq. (3.1). Note that $g_{n}$ are polynomials of degree $M$ or $M-1$ for even or odd $n$, respectively. Rewriting $g_{n}$ by using

$$
T_{k}(\cos \vartheta)=\cos (k \vartheta)=\frac{1}{2}\left(\mathrm{e}^{\mathrm{i} k \vartheta}+\mathrm{e}^{-\mathrm{i} k \vartheta}\right)
$$

leads to a truncated Fourier series

$$
g_{n}(\cos \vartheta)=\sum_{k=-(M-1)}^{M-1} b_{k}^{n} \mathrm{e}^{\mathrm{i} k \vartheta}
$$

with

$$
b_{k}^{n}:= \begin{cases}\tilde{a}_{|k|}^{n} & \text { for } k=0  \tag{5.8}\\ \frac{\tilde{a}_{|k|}^{n}}{2} & \text { otherwise }\end{cases}
$$

For odd $n$, we have

$$
\begin{aligned}
\sin (\vartheta) \sum_{k=-(M-1)}^{M-1} b_{k}^{n} \mathrm{e}^{\mathrm{i} k \vartheta} & =\frac{1}{2 \mathrm{i}}\left(\mathrm{e}^{\mathrm{i} \vartheta}-\mathrm{e}^{-\mathrm{i} \vartheta}\right) \sum_{k=-(M-1)}^{M-1} b_{k}^{n} \mathrm{e}^{\mathrm{i} k \vartheta} \\
& =\sum_{k=-M}^{M} \tilde{b}_{k}^{n} \mathrm{e}^{\mathrm{i} k \vartheta}
\end{aligned}
$$

with

$$
\tilde{b}_{k}^{n}:= \begin{cases}\frac{-b_{k+1}^{n}}{2 \mathrm{i}} & \text { for } k=-M,-M+1,  \tag{5.9}\\ \frac{b_{k-1}^{n}}{2 \mathrm{i}} & \text { for } k=M-1, M, \\ \frac{b_{k-1}^{n}-b_{k+1}^{n}}{2 \mathrm{i}} & \text { otherwise. }\end{cases}
$$



Fig. 4. Topography of the earth on the sphere (left) and as 'outer half' of a torus (right).

We obtain

$$
h_{n}(\cos \vartheta)=\sum_{k=-M}^{M} c_{k}^{n} \mathrm{e}^{\mathrm{i} k \vartheta}
$$

with

$$
c_{k}^{n}:= \begin{cases}b_{k}^{n} & \text { for even } n  \tag{5.10}\\ \tilde{b}_{k}^{n} & \text { for odd } n\end{cases}
$$

Thus, we have

$$
\begin{equation*}
f(\vartheta, \varphi)=\sum_{n=-M}^{M} \sum_{k=-M}^{M} c_{k}^{n} \mathrm{e}^{\mathrm{i} k \vartheta} \mathrm{e}^{\mathrm{i} n \varphi} \tag{5.11}
\end{equation*}
$$

The given spherical Fourier coefficients in (5.1) are transformed to the (ordinary) Fourier coefficients in (5.11) by an exact $\mathcal{O}\left(M^{2} \log ^{2} M\right)$ algorithm (independent of the nodes $\left.\left(\vartheta_{d}, \varphi_{d}\right)\right)$. The geometrical interpretation is that the sphere is mapped to the "outer half" of the torus while the inner half is continued smoothly (see Fig. 4). First we divide $f$ into an even and an odd part (relative to the poles) and construct an even and odd continuation on the torus, respectively. Fig. 5 illustrates this fact. In a final step we evaluate $f$ for arbitrary nodes using the bivariate Fourier transform for nonequispaced data (NFFT, see [27]). The arithmetical complexity of Algorithm 5.3 is given by $\mathcal{O}\left(M^{2} \log ^{2} M+m^{2} D\right)$, where $m$ is a cut-off parameter, see Algorithm 12.1 in [27, p. 251] for details.

## 6. Numerical results

We implemented the presented algorithms in C and tested them in two systems:
(I) Intel-Celeron 64MB RAM, SuSe-Linux and
(II) Sun-SPARC 768MB RAM, SunOS 5.6.

We chose the threshold for stabilization in Algorithm 4.1 as 100000 . The first tests evaluate time complexity and accuracy of the new algorithms in comparison to the direct computation while


Fig. 5. Plots of the normalized spherical harmonic $Y_{3}^{-2}:=\frac{1}{4} \sqrt{105 / 2 \pi} \sin ^{2} \theta \cos \theta \mathrm{e}^{-2 i \phi}$, top: real part (left) and imaginary part (right), bottom: mapping to the torus, the "inner half" is an even continuation with respect to the north/south pole.
the second test demonstrates an application to the EGM96 data. This is a global model of the earth's gravitational potential that includes orthogonal coefficients up to a degree and order of 360 (see [19]).

Algorithm 5.3. DSFT for arbitrary nodes
Input: $M \in \mathbb{N},\left(a_{k}^{n}\right)_{(k, n) \in I^{M}} \in \mathbb{C}^{(M+1)^{2}}, m, D \in \mathbb{N}, \alpha \in \mathbb{R},\left(\vartheta_{d}, \varphi_{d}\right)_{d=0, \ldots, D-1} \in S^{D}$
Precompute: $N:=2^{\left\lceil\log _{2} M\right\rceil}$,
see additional precomputation of Algorithm 4.1
for $n=-M, \ldots, M$ do
Compute $\left(g_{s, n}\right)_{s=0, \ldots, N}$ using Algorithm 4.1
Compute $\left(\tilde{a}_{k}^{n}\right)_{k=0, \ldots, N}$ using equation (3.1)
Compute $\left(c_{k}^{n}\right)_{k=-M, \ldots, M}$ using equation (5.8),(5.9) and (5.10)
end for
Compute $\left(f\left(\vartheta_{d}, \varphi_{d}\right)\right)_{d=0, \ldots, D-1}$ from the Fourier coefficients $\left(c_{k}^{n}\right)_{k, n=-M, \ldots, M}$ using a bivariate
NFFT at the nodes $\left(\vartheta_{d}, \varphi_{d}\right)_{d=0, \ldots, D-1}$ (see [27])
Output: $\left(f\left(\vartheta_{d}, \varphi_{d}\right)\right)_{d=0, \ldots, D-1}$

Table 1
CPU time in seconds on system (I)

| M | 64 |  | 128 |  | 256 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D | Direct | New | Direct | New | Direct | New |
| 1 | 0.01 | 0.37 | 0.01 | 1.80 | 0.01 | 8.61 |
| 10 | 0.01 | 0.38 | 0.05 | 1.82 | 0.20 | 8.61 |
| 100 | 0.13 | 0.42 | 0.49 | 1.84 | 1.82 | 8.67 |
| 1000 | 1.27 | 0.43 | 4.82 | 1.88 | 18.24 | 8.71 |
| 10000 | 12.61 | 0.53 | 49.04 | 1.96 | 176.41 | 8.81 |
| 20000 | 25.44 | 0.65 | 98.20 | 2.09 | 352.75 | 8.95 |

Table 2
Relative error $\varepsilon$ on system (I) ( $M=128, \alpha=2$ and $D=100$ )

| $m$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\varepsilon$ | $5.0 \mathrm{e}-02$ | $7.7 \mathrm{e}-03$ | $3.0 \mathrm{e}-04$ | $1.9 \mathrm{e}-05$ | $7.1 \mathrm{e}-06$ | $5.8 \mathrm{e}-07$ | $5.1 \mathrm{e}-08$ | $2.3 \mathrm{e}-08$ |

First we chose random data $a_{k}^{n} \in[0,1]$ and random nodes $\left(\vartheta_{d}, \varphi_{d}\right) \in S$. Table 1 compares the elapsed CPU time for Algorithm 5.2 (direct) and Algorithm 5.3 (new) for different bandwidths and different numbers of nodes (oversampling factor $\alpha=2$, cut-off parameter $m=4$ with a Gaussian kernel, see in [27, Algorithm 12.1, p. 251] for details). Furthermore, we determined the relationship between the cut-off parameter $m$ and the relative error

$$
\varepsilon:=\frac{\left\|\left(f_{\text {approx }}\left(\vartheta_{d}, \varphi_{d}\right)-f_{\text {exact }}\left(\vartheta_{d}, \varphi_{d}\right)\right)_{d=1, \ldots, D}\right\|_{\infty}}{\left\|\left(f_{\text {exact }}\left(\vartheta_{d}, \varphi_{d}\right)\right)_{d=1, \ldots, D}\right\|_{\infty}},
$$

where $f_{\text {approx }}\left(\vartheta_{d}, \varphi_{d}\right)$ denotes the value computed by Algorithm 5.3 and $f_{\text {exact }}\left(\vartheta_{d}, \varphi_{d}\right)$ denotes the one computed by Algorithm 5.2. We have an exponential decay as shown in Table 2 and proved in [27]. The third test concerns the time complexity with respect to a given bandwidth and an approximate number of nodes. We chose the number of nodes as $D=M^{2}$; note that for $M \geqslant 200$, the direct computation was run using a fixed number of nodes $(D=100)$, and the required CPU-time was estimated as $t=M^{2} t_{\text {used }} / 100$. Fig. 6 shows a log-plot of elapsed CPU time. Note that for a bandwidth of $M=500$ our fast algorithm requires 92 s but the direct computation takes almost 7 h .

Further tests concern an application of Algorithm 5.3 to the earth's geopotential model (EGM96). Figs. 7 and 8 show a reconstruction on the whole sphere while Fig. 9 shows the so-called "zoom-in" property. Given a global model we are able to zoom-in to an arbitrary region for arbitrary combinations of spherical frequencies.

## 7. Conclusion

While a direct computation of (1.1) for arbitrary nodes has a computational complexity of $\mathcal{O}\left(D M^{2}\right)$ we were able to show that $\mathcal{O}\left(M^{2} \log ^{2} M+\log ^{2}(1 / \varepsilon) D\right)$ arithmetical operations are sufficient. Given


Fig. 6. CPU-time on system (II) $(\alpha=2, m=4)$.


Fig. 7. Reconstruction of EGM96 data for $k \geqslant 4$, normalization to orthonormal spherical harmonics.
a band-limited function on the sphere and remembering its "equiareal resolution" provided by the addition theorem for spherical harmonics (see e.g., [5, p. 400]) it does not seem suitable to use the standard grid. Especially in time-stepping algorithms where one has to deal with the so-called pole problem an "almost equiareal" grid together with a convenient quadrature rule and the suggested Algorithm 5.3 would enable fast versions of these algorithms. Note that the choice of nodes in the algorithm in [32] is arbitrary only within an individual coordinate.

Furthermore we were able to show which algorithms are the essential parts of the spherical Fourier transform (also for the generalized setting of arbitrary nodes) and that they are independent of each


Fig. 8. Reconstruction of EGM96 data for $k \geqslant 8$, normalization to orthonormal spherical harmonics.


Fig. 9. Zoom in (eastern part of South America, Fig. 7).
other. Almost certainly, any fast spherical Fourier algorithm will use a decomposition like the one in Fig. 1, fast polynomial transforms and (standard) FFTs. Therefore, it seems worth to investigate the associated Legendre polynomials $P_{k}^{|n|}(x, c)$ and their numerical behavior more deeply.


Fig. 10. Expected error propagation for computation of intermediate values based on local methods, the maximum allowable error is $10^{-8}$ (dashed lines), as above $\tau=5, n=64$ and $l=1$, the perturbed polynomial is denoted by $\tilde{\tilde{a}}_{2^{\tau+1} l+2^{\tau}}^{\tau-1}$; the relative error $\left\|a_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}\right\|_{\infty}^{-1}\left|\tilde{\tilde{a}}_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}-a_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}\right|$ (left) and the relative error $\left\|P_{2^{\tau}-1}^{n}\left(\cdot, 2^{\tau+1} l+1\right) a_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}\right\|_{\infty}^{-1}\left|P_{2^{\tau}-1}^{n}\left(\cdot, 2^{\tau+1} l+1\right) \tilde{\tilde{a}}_{2^{\tau+1} l+2^{\tau}}^{\tau-1)}-P_{2^{\tau}-1}^{n}\left(\cdot, 2^{\tau+1} l+1\right) a_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}\right|$ of the product (right).

In [21] the author uses a local approximative method for computing the fast spherical harmonic transform. We will investigate local interpolation methods in combination with our simple cascade summation in a forthcoming paper. Most likely, local interpolation methods will add an error weighted by the actual value $a_{2^{\tau+1} l+2^{\tau}}^{(\tau-1)}(x)$, illustrated by Fig. 10 (left). Thus, computing the product $P_{2^{\tau}-1}^{n}\left(\cdot, 2^{\tau+1} l+1\right) a_{2^{2+1} l+2^{\tau}}^{(\tau-1)}$ leads only to a small relative error, see Fig. 10 (right).
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