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Abstract

Wu showed that certain sums of products of binomial coefficients modulo 2 are given
by the run length transforms of several famous linear recurrence sequences, such
as the positive integers, the Fibonacci numbers, the extended Lucas numbers, and
Narayana’s cows sequence. In this paper we show that the run length transforms of
such sequences are 2-regular sequences. This allows us to obtain Wu’s results and
some new ones using the computer program Walnut, eliminating the need for long
technical proofs.

1. Introduction

Wu [6] recently studied sums of the form

T (n) =

n∑
k=0

[(
a1n+ a2k

a3n+ a4k

)(
n

k

)
(mod 2)

]
, (1)

where a1+a2 ≥ 0 and a3+a4 ≥ 0. He showed that for certain values of a1, a2, a3, a4,

the sequence defined by (1) can be obtained as the run length transform of a famous

linear recurrence sequence, such as the positive integers, the Fibonacci numbers, the

extended Lucas numbers, or Narayana’s cows sequence.

The run length transform is a operation on integer sequences first introduced by

Sloane [5].
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Definition 1. The run length transform sequence (T (n))n≥0 of a sequence (S(n))n≥0

is given by:

T (n) =
∑

i∈L(n)

S(i) (2)

where L(n) is the list of the lengths of all maximal runs of 1’s (with repetitions) in

[n]2, the binary representation of n.

For example, if n = 11, then [n]2 = 1011. So L(11) = {1, 2} and T (11) =

S(1)S(2).

Although they did not state it this way, Sloane [5] and Wu [6] showed that if

(S(n))n≥0 is a linear recurrence sequence, then its run length transform (T (n))n≥0

is a 2-regular sequence. This is a class of sequences with a deep theory (see [1]).

Furthermore, the computer package Walnut can be used to perform various compu-

tations involving these sequences. Our goal is to show how to use Walnut to obtain

the results of Wu, as well as some new ones.

2. 2-Regular Sequences and Walnut

Next we define the class of 2-regular sequences. We will give two equivalent defini-

tions. The first is the one used (implicitly) by Wu [6] and the second is the one we

will use in the rest of this paper.

Let (a(n))n≥0 be an integer sequence. We define the 2-kernel of a to be the

following set of subsequences:

K2(a) = {(a(2in+ j))n≥0 : i ≥ 0; 0 ≤ j < 2i}.

If there is a finite subset R ⊆ Kk(a) such that every sequence in Kk(a) can be

written as a linear combination over Z of sequences in R, then a is a 2-regular

sequence.

For explicit calculation, the following equivalent definition may be more useful.

Consider a triple (v, γ, w), where

• v ∈ Zd is a row vector;

• w ∈ Zd is a column vector; and,

• γ : {0, 1}∗ → Zd×d, is a homomorphism from the set of binary words to the

set of d× d integer matrices (that is, if w = wmwm−1 · · ·w1 is a binary word,

then γ(w) = γ(wm)γ(wm−1) · · · γ(w1)).

Note that γ is uniquely determined by the two matrices γ(0) and γ(1), so from

now on, we will instead write (v, γ(0), γ(1), w) rather than (v, γ, w). The quadruple

(v, γ(0), γ(1), w) is a linear representation for a if, for all n ≥ 0, we have a(n) =



INTEGERS: 24 (2024) 3

vγ([n]2)w, where [n]2 is the binary representation of n. The quantity d is the rank

of the linear representation. If a has a linear representation, then a is a 2-regular

sequence. The equivalence between this definition and the previous one can be found

in [1, Theorem 16.1.3].

Any sum of the form (1) defines a 2-regular sequence and we can obtain a linear

representation for it using the computer package Walnut. The key idea behind this

comes from the classical theorem of Lucas: for integers k, n, and prime p, the

following holds: (
n

k

)
≡

m∏
i=1

(
ni

ki

)
(mod p) (3)

where [n]p = nmnm−1 · · ·n1 and [k]p = kmkm−1 · · · k1 are the base-p expansions of

n and k respectively (if necessary, the shorter of the two base-p expansions is padded

with 0’s on the left so that both expansions have the same length). Furthermore,

we use the convention that

(
n

k

)
= 0 if n < k.

In this paper we will only consider p = 2. Note that in this case we have(
ni

ki

)
≡

{
0 (mod 2) if ni = 0, ki = 1,

1 (mod 2) otherwise.
(4)

It follows that

(
n

k

)
≡ 0 (mod 2) if and only if there exists i such that [ki, ni] = [1, 0].

This condition can be checked by the finite automaton given in Figure 1.

1

[0,0], [0,1], [1,1]

0[1,0]

            [0,0], [1,0], [0,1], [1,1]

Figure 1: Automaton for

(
n

k

)
modulo 2

This automaton reads pairs of digits [ki, ni] and remains in state 1 if no [1, 0] is

seen; otherwise, the automaton transitions to state 0 and stays there once a [1, 0] is

read.

Given such an automaton, the program Walnut can prove many things about the

sequence computed by the automaton, and, what is important for our purposes, it

can compute linear representations for sequences of the form (1) (see the book by
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Shallit [4] and in particular Chapter 9 for details on how to use this program). The

Walnut command we use to compute linear representations for (1) is

eval [Sequence Name] n "?msd_2 (k <= n) &

BINOM2[a_1*n+a_2*k][a_3*n+a_4*k]=@1 &

BINOM2[n][k]=@1":

(here BINOM2 refers to the automaton given in Figure 1). The output of this com-

mand is a Maple program containing the linear representation of the sequence (1)

(i.e., the triple (v, γ, w) such that T (n) = vγ([n]2)w). (In fact, what the eval

command does in this case is return a linear representation for the sequence that

counts, as a function of n, the number of k’s for which the expression in quotation

marks evaluates to TRUE.)

It is important to note that the linear representation that Walnut generates may

not have minimal rank. However, there is an algorithm due to Schutzenberger and

presented in the book of Berstel and Reutenauer [3, Section 2.3], that will take

a linear representation of a regular sequence and produce a new representation of

minimal rank. When we refer to “minimizing” a linear representation, we mean

applying this algorithm.

3. The Run Length Transform of a Linear Recurrence Sequence

In order to obtain Wu’s results, we need to make the connection between the lin-

ear representations for (1) computed in the previous section and the run length

transform of linear recurrence sequences.

Definition 2. Let (S(n))n≥0 be a sequence defined by:

S(n+ 1) = d0S(n) + · · ·+ drS(n− r) (5)

with

S(i) =

{
1 if i = 0

ci if i = 1, .., r.

We define

v =
[
1 0 . . . 0

]
1×(r+1)

, w =


1
c1
...
cr

 ,

γ(0) =


1 0 . . . 0
c1 0 . . . 0
...

... . . .
...

cr 0 . . . 0

 , γ(1) =


0
... Ir×r

0
dr . . . d0

 .
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We will prove that (v, γ(0), γ(1), w) is a linear representation for the run length

transform T (n) of S(n). Note that the rank d of the linear representation satisfies

d = r + 1, where r + 1 is the order of the recurrence relation defining S(n).

For the purposes of the following two results, let

wn :=


S(n)

S(n+ 1)
...

S(n+ r)

 , where w0 =


S(0)
S(1)
...

S(r)

 =


1
c1
...
cr

 = w.

Lemma 1. For all n ≥ 0, we have S(n) = vγ(1)nw.

Proof. The case n = 0 is clear. Let n ≥ 1. Observe:

γ(1)wn =


0
... Ir×r

0
dr . . . d0




S(n)
S(n+ 1)

...
S(n+ r)

 =


S(n+ 1)
S(n+ 2)

...
drS(n) + dr−1S(n+ 1) + · · ·+ d0S(n+ r)


= wn+1.

Then
γ(1)nw = γ(1)n−1(γ(1)w) = γ(1)n−1w1 = · · · = wn. (6)

Therefore,

vγ(1)nw = vwn =
[
1 0 . . . 0

]


S(n)
S(n+ 1)

...
S(n+ r)

 = S(n).

Theorem 1. The run length transform T (n) of the linear recurrence sequence S(n)

is a 2-regular sequence. In particular, for n ≥ 0, we have T (n) = vγ([n]2)w.

Proof. First, note that:

γ(0)2 =


1 0 . . . 0
c1 0 . . . 0
...

... . . .
...

cr 0 . . . 0


2

= γ(0). (7)

It follows that for any integer k ≥ 1, γ(0)k = γ(0). Now let n ≥ 0. Then:

γ(0)wn =


1 0 . . . 0
c1 0 . . . 0
...

... . . .
...

cr 0 . . . 0




S(n)
S(n+ 1)

...
S(n+ r)

 =


S(n)
c1S(n)

...
crS(n)

 = S(n)


1
c1
...
cr

 = S(n)w.
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So

γ(0)wn = S(n)w. (8)

Now let [n]2 = 1a10b1 · · · 1ak0bk for some k ≥ 1, and ai, bi ≥ 1 for i = 1, . . . , k,

except possibly bk = 0. But if bk ̸= 0, then γ(0)bkw = γ(0)w = S(0)w = w, so

without loss of generality, we may assume bk = 0. Then using (6), (7), (8), and

Lemma 1, we get our result:

vγ([n]2)w = vγ(1a10b1 · · · 0bk−11ak)w = vγ(1)a1γ(0)b1 · · · γ(0)bk−1γ(1)akw

= vγ(1)a1γ(0) · · · γ(0)γ(1)akw

= vγ(1)a1γ(0) · · · γ(0)wak

= vγ(1)a1γ(0) · · · γ(1)ak−1S(ak)w

...

= S(ak)S(ak−1) · · ·S(a2)vγ(1)a1w

= S(ak)S(ak−1) · · ·S(a2)S(a1)

=
∑

i∈L(n)

S(i) = T (n).

We can therefore generate the nth term of S(n) by evaluating vγ(1)nw, and the

nth term of T (n) by evaluating vγ([n]2)w. So if a sequence T (n) defined by (1) has

an associated quadruple (v, γ(0), γ(1), w), then T (n) is the run length transform of

S(n), where the coefficients of S(n) are given by the bottom row of γ(1), and the

first r + 1 terms are given by w.

4. Wu’s Run Length Transforms

The theorems in this section are due to Wu [6], but are proved by obtaining a linear

representation using Walnut, minimizing the linear representation, if necessary, and

observing that the resulting linear representation gives the run length transform of

the specified linear recurrence sequence, as described in Theorem 1. In this way we

avoid the technical bitwise arithmetic of Wu’s proofs.

Theorem 2. Let T (n) =

n∑
k=0

[(
n− k

2k

)(
n

k

)
(mod 2)

]
. Then T (n) is the run

length transform of the Fibonacci sequence 1, 1, 2, 3, 5, 8, . . . .

Proof. Putting the above sequence intoWalnut returns the quadruple (v, γ(0), γ(1), w),
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with:

v =
[
1 0

]
, w =

[
1
1

]
, γ(0) =

[
1 0
1 0

]
, γ(1) =

[
0 1
1 1

]
.

Thus by Lemma 1 and Theorem 1, T (n) is the run length transform of the sequence

defined by S(n) = S(n − 1) + S(n − 2) for n ≥ 2, with S(0) = S(1) = 1. This is

precisely the Fibonacci sequence, which confirms the result.

The Fibonacci sequence is OEIS A000045 in the Online Encyclopedia of Integer

Sequences. As noted by Wu [6], a given sequence T (n) may have multiple forms as

sums of products modulo 2. For example, Wu gives three additional representations

for the sequence T (n) defined in Theorem 2, including T (n) =
n∑

k=0

[(
n+ 3k

2k

)(
n

k

)
(mod 2)

]
. These additional representations for T (n) can be confirmed with Walnut

by the same method given in the proof of Theorem 2.

Theorem 3. Let T (n) =

n∑
k=0

[(
3k

k

)(
n

k

)
(mod 2)

]
. Then T (n) is the run length

transform of the truncated Fibonacci sequence 1, 2, 3, 5, 8, 13, . . .

Proof. Putting the above sequence into Walnut, and then minimizing it, we get the

quadruple (v, γ(0), γ(1), w), with:

v =
[
1 0

]
, w =

[
1
2

]
, γ(0) =

[
1 0
2 0

]
, γ(1) =

[
0 1
1 1

]
.

Thus by Lemma 1 and Theorem 1, T (n) is the run length transform of the sequence

defined by S(n) = S(n− 1) + S(n− 2) for n ≥ 2, with S(0) = 1, S(1) = 2. This is

precisely the truncated Fibonacci sequence, which confirms the result.

Note that the linear representation returned by Walnut may already be of mini-

mal rank but yet may not be of the form given in Definition 2 until after we apply

the minimization algorithm. For example, in the proof of Theorem 3, Walnut first

outputs the linear representation

v =
[
1 0

]
, w =

[
1
1

]
, γ(0) =

[
1 0
1 0

]
, γ(1) =

[
1 1
1 0

]
,

and only after applying the minimization algorithm do we obtain the linear rep-

resentation given in the proof of Theorem 3, which is of the right form for us to

recognize it as a run length transform. This happens quite often in the subsequent

results. Of course, Walnut may also initially return a linear representation that

is not of minimal rank at all; however, it is not generally significantly larger. For
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example, in Theorem 9 below, Walnut initially returns a linear representation of

rank 6, which then minimizes to the rank 4 representation given in the proof.

Theorem 4. Let T (n) =
∑n

k=0

[(
n

2k

)(
n

k

)
(mod 2)

]
. Then T (n) is the run length

transform of the sequence 1, 1, 2, 4, 8, 16, . . . , i.e., 1 followed by the positive powers

of 2.

Proof. Putting the above sequence intoWalnut returns the quadruple (v, γ(0), γ(1), w),

with:

v =
[
1 0

]
, w =

[
1
1

]
, γ(0) =

[
1 0
1 0

]
, γ(1) =

[
0 1
0 2

]
.

Thus by Lemma 1 and Theorem 1, T (n) is the run length transform of the sequence

defined by S(n) = 2S(n− 1) for n ≥ 2, with S(0) = S(1) = 1. This is precisely the

sequence 1 followed by the positive powers of 2, which confirms the result.

The sequence 1, 1, 2, 4, 8, 16, . . . , is OEIS A000079.

Theorem 5. Let T (n) =

n∑
k=0

[(
n+ 2k

2k

)(
n

k

)
(mod 2)

]
. Then T (n) is the run

length transform of the sequence 1, 2, 2, 2, 2, 2, . . . , i.e., the sequence of 2’s prepended

with a 1.

Proof. Putting the above sequence into Walnut, and then minimizing it, we get the

quadruple (v, γ(0), γ(1), w), with:

v =
[
1 0

]
, w =

[
1
2

]
, γ(0) =

[
1 0
2 0

]
, γ(1) =

[
0 1
0 1

]
.

Thus by Lemma 1 and Theorem 1, T (n) is the run length transform of the sequence

defined by S(n) = S(n − 1) for n ≥ 2, with S(0) = 1, S(1) = 2. This is precisely

the sequence of 2’s, prepended with a 1, which confirms the result.

The sequence 1, 2, 2, 2, 2, 2, . . . is OEIS A040000.

Theorem 6. Let T (n) =

n∑
k=0

[(
n+ k

n− k

)(
n

k

)
(mod 2)

]
. Then T (n) is the run

length transform of the sequence of positive integers 1, 2, 3, 4, 5, 6, . . . .

Proof. Putting the above sequence into Walnut, and then minimizing it, we get the

quadruple (v, γ(0), γ(1), w), with:

v =
[
1 0

]
, w =

[
1
2

]
, γ(0) =

[
1 0
2 0

]
, γ(1) =

[
0 1
−1 2

]
.
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Thus by Lemma 1 and Theorem 1, T (n) is the run length transform of the sequence

defined by S(n) = 2S(n − 1) − S(n − 2) for n ≥ 2, with S(0) = 1, S(1) = 2. This

is precisely the sequence of positive integers, which confirms the result.

The sequence 1, 2, 3, 4, 5, 6, . . . is OEIS A000027.

Theorem 7. Let T (n) =

n∑
k=0

[(
n− k

6k

)(
n

k

)
(mod 2)

]
. Then T (n) is the run

length transform of Narayana’s cows sequence 1, 1, 1, 2, 3, 4, 6, 9, . . . .

Proof. Putting the above sequence intoWalnut returns the quadruple (v, γ(0), γ(1), w),

with:

v =
[
1 0 0

]
, w =

11
1

 , γ(0) =

1 0 0
1 0 0
1 0 0

 , γ(1) =

0 1 0
0 0 1
1 0 1

 .

Thus by Lemma 1 and Theorem 1, T (n) is the run length transform of the sequence

defined by S(n) = S(n − 1) + S(n − 3) for n ≥ 3, with S(0) = S(1) = S(2) = 1.

This is precisely Narayana’s cows sequence, which confirms the result.

Narayana’s cows sequence is OEIS A000930.

Theorem 8. Let T (n) =

n∑
k=0

[(
n+ 3k

6k

)(
n

k

)
(mod 2)

]
. Then T (n) is the run

length transform of the sequence of doubled positive integers, i.e., 1, 1, 2, 2, 3, 3, 4, 4, . . . .

Proof. Putting the above sequence into Walnut and then minimizing it, we get the

quadruple (v, γ(0), γ(1), w), with:

v =
[
1 0 0

]
, w =

11
2

 , γ(0) =

1 0 0
1 0 0
2 0 0

 , γ(1) =

 0 1 0
0 0 1
−1 1 1

 .

Thus by Lemma 1 and Theorem 1, T (n) is the run length transform of the sequence

defined by S(n) = −S(n−1)+S(n−2)+S(n−3) for n ≥ 3, with S(0) = S(1) = 1,

S(2) = 2. This is precisely the sequence of doubled positive integers, which confirms

the result.

The sequence 1, 1, 2, 2, 3, 3, 4, 4, . . . is OEIS A008619.

Theorem 9. Let T (n) =

n∑
k=0

[(
n+ 2k

2n− k

)(
n

k

)
(mod 2)

]
. Then T (n) is the run

length transform of the Lucas numbers, prepended with the terms 1, 1, i.e., the

sequence 1, 1, 2, 1, 3, 4, 7, 11, . . . .
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Proof. Putting the above sequence into Walnut and then minimizing it, we get the

quadruple (v, γ(0), γ(1), w), with:

v =
[
1 0 0 0

]
, w =


1
1
2
1

 , γ(0) =


1 0 0 0
1 0 0 0
2 0 0 0
1 0 0 0

 , γ(1) =


0 1 0 0
0 0 1 0
0 0 0 1
0 0 1 1

 .

Thus by Lemma 1 and Theorem 1, T (n) is the run length transform of the sequence

defined by S(n) = S(n− 1) + S(n− 2) for n ≥ 4, with S(0) = S(1) = 1, S(2) = 2,

S(3) = 1. This is precisely the Lucas numbers prepended by the terms 1, 1.

The sequence of Lucas numbers, prepended with the terms 1, 1 is OEIS A329723.

5. New Run Length Transforms

In this section we give some new run length transforms.

Theorem 10. Let T (n) =

n∑
k=0

[(
n+ 5k

2n+ 2k

)(
n

k

)
(mod 2)

]
. Then T (n) is the run

length transform of the sequence generated by S(n) = S(n− 1) + S(n− 2)− S(n−
3) + S(n − 4) for n ≥ 4, with S(0) = S(1) = S(2) = S(3) = 1, i.e., the sequence

1, 1, 1, 1, 2, 3, 5, 7, 11, 16, 25, . . . .

Proof. Putting the above sequence into Walnut and then minimizing it, we get the

quadruple (v, γ(0), γ(1), w), with:

v =
[
1 0 0 0

]
, w =


1
1
1
1

 , γ(0) =


1 0 0 0
1 0 0 0
1 0 0 0
1 0 0 0

 , γ(1) =


0 1 0 0
0 0 1 0
0 0 0 1
1 −1 1 1

 .

Thus by Lemma 1 and Theorem 1, T (n) is the run length transform of the sequence

defined by S(n) = S(n− 1)+S(n− 2)−S(n− 3)+S(n− 4) for n ≥ 4, with S(0) =

S(1) = S(2) = S(3) = 1, i.e., the sequence 1, 1, 1, 1, 2, 3, 5, 7, 11, 16, 25, . . . .

Theorem 11. Let T (n) =

n∑
k=0

[(
n+ 5k

2k

)(
n

k

)
(mod 2)

]
. Then T (n) is the run

length transform of the sequence generated by S(n) = S(n− 1) + S(n− 2)− S(n−
3) + S(n− 4), with S(0) = 1, S(1) = S(2) = 2, S(3) = 3.
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Proof. Putting the above sequence into Walnut and then minimizing it, we get the

quadruple (v, γ(0), γ(1), w), with:

v =
[
1 0 0 0

]
, w =


1
2
2
3

 , γ(0) =


1 0 0 0
2 0 0 0
2 0 0 0
3 0 0 0

 , γ(1) =


0 1 0 0
0 0 1 0
0 0 0 1
1 −1 1 1

 .

Thus by Lemma 1 and Theorem 1, T (n) is the run length transform of the sequence

defined by S(n) = S(n−1)+S(n−2)−S(n−3)+S(n−4) for n ≥ 4, with S(0) = 1,

S(1) = S(2) = 2, S(3) = 3.

Note that the previous two sequences are generated by the same rule, and differ

only by their starting terms.

Theorem 12. Let T (n) =

n∑
k=0

[(
−n+ 7k

n+ k

)(
n

k

)
(mod 2)

]
. Then T (n) is the run

length transform of the Padovan numbers starting with offset 5, i.e., the sequence

1, 1, 1, 2, 2, 3, 4, 5, . . . .

Proof. Putting the above sequence into Walnut and then minimizing it, we get the

quadruple (v, γ(0), γ(1), w), with:

v =
[
1 0 0

]
, w =

11
1

 , γ(0) =

1 0 0
1 0 0
1 0 0

 , γ(1) =

0 1 0
0 0 1
1 1 0

 .

Thus by Lemma 1 and Theorem 1, T (n) is the run length transform of the sequence

defined by S(n) = S(n − 2) + S(n − 3) for n ≥ 3, with S(0) = S(1) = S(2) = 1.

This is precisely the Padovan numbers starting with offset 5.

The sequence of Padovan numbers is OEIS A000931.

Theorem 13. Let T (n) =

n∑
k=0

[(
n+ 7k

3n+ k

)(
n

k

)
(mod 2)

]
. Then T (n) is the run

length transform of the Padovan numbers starting with offset 3, i.e. the sequence

1, 0, 1, 1, 1, 2, 2, 3, . . .

Proof. Putting the above sequence into Walnut and then minimizing it, we get the

quadruple (v, γ(0), γ(1), w), with:

v =
[
1 0 0

]
, w =

10
1

 , γ(0) =

1 0 0
1 0 0
1 0 0

 , γ(1) =

0 1 0
0 0 1
1 1 0

 .

Thus by Lemma 1 and Theorem 1, T (n) is the run length transform of the sequence

defined by S(n) = S(n−2)+S(n−3) for n ≥ 3, with S(0) = 1, S(1) = 0, S(2) = 1.

This is precisely the Padovan numbers starting with offset 3.
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Theorem 14. Let T (n) =

n∑
k=0

[(
6k

n+ 3k

)(
n

k

)
(mod 2)

]
. Then T (n) is the run

length transform of the sequence given by alternating between 1 and the natural

numbers, i.e. the sequence 1, 1, 1, 2, 1, 3, 1, 4, . . .

Proof. Putting the above sequence into Walnut and then minimizing it, we get the

quadruple (v, γ(0), γ(1), w), with:

v =
[
1 0 0 0

]
, w =


1
1
1
2

 , γ(0) =


1 0 0 0
1 0 0 0
1 0 0 0
2 0 0 0

 , γ(1) =


0 1 0 0
0 0 1 0
0 0 0 1
−1 0 2 0

 .

Thus by Lemma 1 and Theorem 1, T (n) is the run length transform of the sequence

defined by S(n) = 2S(n − 2) − S(n − 4) for n ≥ 4, with S(0) = S(1) = S(2) = 1,

S(3) = 2, which is the sequence alternating between 1 and the natural numbers.

Theorem 15. Let T (n) =

n∑
k=0

[(
−2n+ 8k

n+ k

)(
n

k

)
(mod 2)

]
. Then T (n) is the run

length transform of the sequence with period 1, 1, 0.

Proof. Putting the above sequence into Walnut and then minimizing it, we get the

quadruple (v, γ(0), γ(1), w), with:

v =
[
1 0 0

]
, w =

11
0

 , γ(0) =

1 0 0
1 0 0
0 0 0

 , γ(1) =

0 1 0
0 0 1
1 0 0

 .

Thus by Lemma 1 and Theorem 1, T (n) is the run length transform of the sequence

defined by S(n) = S(n− 3) for n ≥ 3, with S(0) = S(1) = 1, S(2) = 0, which is the

sequence with period 1, 1, 0.

6. Average Value of Select Run Length Transforms

One of the advantages of using linear representations to describe the run length

transforms T (n) that we have given in the previous sections is that we can easily

compute the average value of T (n) in the interval 2r ≤ n < 2r+1 for r ≥ 0. The

method is described, with many examples, in [4, Sections 9.8–9.11].

We will give the details of this calculation for the sequence given in Theorem 2,

and simply state the rest. Let (v, γ(0), γ(1), w) be as in Theorem 2, and define

M = γ(0) + γ(1) =

[
1 0
1 0

]
+

[
0 1
1 1

]
=

[
1 1
2 1

]
.
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Let g(r) denote the sum of the first 2r terms of T (n). Then

g(r) =
∑

0≤n<2r

T (n) =
∑

0≤n<2r

vγ([n]2)w = v

 ∑
0≤n<2r

γ([n]2)

w

= v

 ∑
z∈{0,1}n

γ(z)

w

= v (γ(0) + γ(1))
n
w

= vMnw.

The minimal polynomial for M is

p(x) = x2 − 2x− 1 = (x− (1 +
√
2))(x− (1−

√
2)).

It follows that g(r) is given by the exponential polynomial

g(r) = c1(1 +
√
2)r + c2(1−

√
2)r,

for some coefficients c1, c2, which we determine by solving the linear system

g(0) = 1 = c1 + c2 and g(1) = 2 = c1(1 +
√
2) + c2(1−

√
2).

We get c1 = 1+
√
2

2
√
2

and c2 = − 1−
√
2

2
√
2
, and hence,

g(r) =
1 +

√
2

2
√
2

(1 +
√
2)r − 1−

√
2

2
√
2

(1−
√
2)r =

1

2
√
2

(
(1 +

√
2)r+1 − (1−

√
2)r+1

)
.

Next, we want to find g(r+ 1)− g(r), which is the sum of the terms of T (n) in the
range 2r ≤ n < 2r+1:

g(r + 1)− g(r) =
1

2
√
2

((
(1 +

√
2)r+2 − (1−

√
2)r+2

)
−
(
(1 +

√
2)r+1 − (1−

√
2)r+1

))
=
((

(1 +
√
2)r+2 − (1 +

√
2)r+1

)
−
(
(1−

√
2)r+2 − (1−

√
2)r+1

))
=

1

2
√
2

(
(1 +

√
2− 1)(1 +

√
2)r+1 − (1−

√
2− 1)(1−

√
2)r+1

)
=

1

2

(
(1 +

√
2)r+1 + (1−

√
2)r+1

)
.

Finally, the average value of T (n) in the range 2r ≤ n < 2r+1 is given by

µ(r) =
g(r + 1)− g(r)

2r
=

1

2r+1

(
(1 +

√
2)r+1 + (1−

√
2)r+1

)
.

In Table 1 we summarize the average values for some of Wu’s run length trans-
forms (see Section 4), where the coefficients ai refer to the parameters in (1). We
omit the average value results for the results involving recurrence relations of order
3 or higher, since the roots of the associated minimal polynomials can’t be displayed
as nicely, but the reader can easily carry out the above method for those sequences
as well.
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Reference (a1, a2, a3, a4) Average Value µ(r)

Thm. 2 (1,−1, 0, 2) 1
2r+1

(
(1 +

√
2)r+1 + (1−

√
2)r+1

)
Thm. 3 (0, 3, 0, 1) 1

2r+1

(
(2 +

√
3)(1 +

√
3)r + (2−

√
3)(1−

√
3)r

)
Thm. 4 (1, 0, 0, 2) 1

22r+2
√
5

(
(1 +

√
5)2(3 +

√
5)r − (1−

√
5)2(3−

√
5)r

)
Thm. 5 (1, 2, 0, 2)

√
2

2r+1

(
(1 +

√
2)r+1 − (1−

√
2)r+1

)
Thm. 6 (1, 1, 1,−1) 1

22r+2
√
5

(
(1 +

√
5)(3 +

√
5)r+1 − (1−

√
5)(3−

√
5)r+1

)
Table 1: Average value µ(r) for some run length transforms

7. Characterizing a Family of Run Length Transforms

In this section we analyze the family of sequences defined by

Tm(n) =

n∑
k=0

[(
2mk

n+ k

)(
n

k

)
(mod 2)

]
,

for m ≥ 2. We claim that Tm(n) is the run length transform of the sequence
defined by Sm(n) = Sm(n−m) for n ≥ m, with Sm(0) = 1, Sm(1) = Sm(2) = · · · =
Sm(m − 1) = 0, or, in other words, the sequence with the period of 1 followed by
m− 1 0’s.

To prove this claim for all m ≥ 2 we are no longer able to use Walnut. It is
certainly possible to prove the claim for any fixed value of m using Walnut but not
for all values of m ≥ 2. This is due to the fact that in the logic underlying Walnut,
it is permissible to multiply a variable by a fixed constant, but it is not possible to
multiply two variables (as we would have to do to represent 2mk for varying values
of m and k).

In the proofs that follow, we will be looking for integers k ≤ n such that
(
2mk
n+k

)
≡ 1

(mod 2). If for a particular k, there exists i such that the ith bit of [2mk]2 is 0, but

the ith bit of [n+ k]2 is 1, then
(
2mk
n+k

)
≡ 0 (mod 2) by (4), and so we say the ith bit

fails. Here we count bits from right to left, starting with index 1.

Consider the case where n = 2ℓ−1 for some ℓ ≥ 0. Then [n]2 = 1ℓ, so L(n) = {ℓ}.
Thus Tm(n) = Sm(ℓ) in such cases.

Lemma 2. Let n = 2ℓ − 1 for some ℓ ≥ 0. Then

Tm(n) =

{
1 if ℓ ≡ 0 (mod m),

0 otherwise.

Proof. We will show that for each n of the form n = 2ℓ − 1 with ℓ ≡ 0 (mod m),

there is exactly one k such that
(
2mk
n+k

)
≡ 1 (mod 2), namely, k = 2ℓ−1

2m−1 , and that

only n’s of this form have such a k. In fact, 2ℓ−1
2m−1 is an integer only when ℓ ≡ 0

(mod m). So such a k only exists under these conditions, and it is this observation
which motivates the proof.
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First, note that [n]2 = 1ℓ implies
(
n
k

)
≡ 1 (mod 2) for k ≤ n by (3) and (4). So

Tm(n) =
∑n

k=0

[(
2mk
n+k

)
(mod 2)

]
. Consider some k ≤ n, where the length of [k]2 is

r. If 2mk < n+ k, then
(
2mk
n+k

)
= 0, so assume 2mk ≥ n+ k, or equivalently,

n

2m − 1
≤ k ≤ n. (9)

Moreover, this also implies r ≤ ℓ.

Clearly, if ℓ = 0, then n = 0, and Tm(0) = 1. Suppose that 0 < ℓ < m. Then by
(9), we have k > 0. But the first m bits of [2mk]2 will all be 0’s, and [n + k]2 will
have length ℓ+ 1, where the (ℓ+ 1)th bit is 1. However, we have ℓ+ 1 ≤ m, which
means that the (ℓ+1)th bit of [2mk]2 is a 0, and hence the (ℓ+1)th bit fails. So for

every n = 2ℓ − 1 with 0 < ℓ < m, there is no k ≤ n such that
(
2mk
n+k

)
̸≡ 0 (mod 2).

So the claim holds for ℓ < m.

Write

[k]2 = aℓ · · · a1, [n+ k]2 = bℓ+1 · · · b1, and [2mk]2 = cℓ+m · · · c1,

where aℓ, . . . , aℓ−m+1 may be 0’s if necessary. Of course, we have cℓ+m · · · cm+1 =
aℓ · · · a1 and cm · · · c1 = 0m. Furthermore, we suppose there is no index i such that
ci = 0 and bi = 1.

Note that since [n]2 = 1ℓ, when adding n + k there is a carry at every po-
sition after the first. Since cm · · · c1 = 0m, we have bm · · · b1 = 0m. However,
this forces am · · · a1 = 0m−11. Now since am · · · a2 = c2m · · · cm+2 = 0m−1, we
have b2m · · · bm+2 = 0m−1. However, this forces a2m · · · am+2 = 0m−1. Continu-
ing in this manner, we find that bmi · · · bm(i−1)+2 = ami · · · am(i−1)+2 = 0m−1 for
i = 1, . . . , ⌊ℓ/m⌋.

We also have bℓ+1 = 1, which implies ℓ ≡ 0 (mod m), since otherwise we would
have ℓ+1−m ̸≡ 1 (mod m) and hence aℓ+1−m = cℓ+1 = 0, which is a contradiction.
Indeed we must have aℓ+1−m = cℓ+1 = 1, which forces bℓ+1−m = 1. Continuing in
this way we find that bℓ+1−2m = aℓ+1−2m = 1, and so on, i.e., that am(i−1)+1 =
bm(i−1)+1 = 1 for i = 1, . . . , ℓ/m.

We have thus seen that
(
2mk
n+k

)
≡ 1 (mod 2) exactly when ℓ ≡ 0 (mod m) and

[k]2 = (0m−11)ℓ/m; i.e., that k =
∑ ℓ

m−1
i=0 2mi = 2ℓ−1

2m−1 .

Thus we have that Tm(2ℓ − 1) = Sm(ℓ) = 1. In order to prove Tm(n) is indeed
the run length transform of Sm(n), it is sufficient to prove the following:

Theorem 16. Let n ≥ 0. Then

Tm(n) =

{
1 if each run of 1’s in [n]2 has length divisible by m,

0 otherwise.

Proof. Let n ≥ 0, where the length of [n]2 is ℓ. We have already covered the case
where [n]2 is a run of ℓ 1’s, so assume the jth bit of [n]2 is 0. Then any k with a 1
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in the jth bit will fail, as by (3):(
nj

kj

)
=

(
0

1

)
= 0 implies

(
n

k

)
≡ 0 (mod 2), which implies

(
2mk

n+ k

)(
n

k

)
≡ 0 (mod 2).

So we only need to examine k ≤ n such that

for all i ≤ ℓ, ni = 0 implies ki = 0.

If [n]2 only has a single run of 1’s, say [n]2 = 1ℓ10t1 , where t1 ≥ 0, then by the
proof of Lemma 2, we have ℓ1 ≡ 0 (mod m) and the only possible k that contributes
a non-zero value to the sum defining Tm(n) is [k]2 = (0m−11)ℓ1/m0t1 . So suppose
[n]2 has two runs of 1’s, say

[n]2 = 1ℓ20t21ℓ10t1 , t2 ≥ 1, t1 ≥ 0.

Again, by Lemma 2 and its proof we have ℓ1 ≡ 0 (mod m) and the only possible k
that contributes a non-zero value to the sum defining Tm(n) has the form

[k]2 = ar · · · ar−ℓ2+10
t2(0m−11)ℓ1/m0t1 ,

where r = ℓ2+ t2+ℓ1+ t1. Note that when adding n+k, there is a carry at position
ℓ1 + t1 + 1 but there is no carry at position r − ℓ2 + 1. Furthermore, since t2 ≥ 1,
there are at least m 0’s to the right of ar · · · ar−ℓ2+1 in [k]2. We can therefore apply
the same analysis from the proof of Lemma 2 to the run 1ℓ2 in [n]2 and we find that
ℓ2 ≡ 0 (mod m) and

[k]2 = (0m−11)ℓ2/m0t2(0m−11)ℓ1/m0t1 .

We can continue this argument if [n]2 has more than two runs of 1’s and we find
Tm(n) is non-zero only when

[n]2 = 1ℓs0ts · · · 1ℓ10t1 , ts ≥ 1, . . . , t2 ≥ 1, t1 ≥ 0,

for some s, and ℓi ≡ 0 (mod m) for i = 1, . . . , s. Furthermore, for such n, we have
Tm(n) = 1, since the only k that contributes a non-zero value to the sum defining
Tm(n) has the form [k]2 = (0m−11)ℓs/m0ts · · · (0m−11)ℓ1/m0t1 .

The sequence T2 can be viewed as a variant of the Baum–Sweet sequence (OEIS
A086747) [2], which is the sequence (BS(n))n≥0 defined by

BS(n) =

{
1 if each run of 0’s in [n]2 has even length;

0 otherwise.

In general then, the family of sequences Tm could perhaps be taken as a family of
generalized Baum–Sweet sequences.
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