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ABSTRACT: While organizations such as Amazon have used machine learning-based algorithms for their hiring processes, 
diverse employees are not equitably hired due to biased datasets. Current approaches to debias machine learning algorithms are 
expensive and difficult to implement. This research uses a Generative Adversarial Network (GAN) to debias a multi-class machine 
learning classifier’s prediction of a person’s income with respect to their race and gender. First, it is shown that the multi-class 
classifier, which uses California census data, is biased through a quantitative score and high misclassification rates. Next, taking 
inspiration from classical GAN architecture, two neural networks are created: a predictive network that takes in a person’s features, 
excluding race and gender, to predict their income; and an adversarial network that infers the person’s race and gender from the 
predictive network. To prove the generalizability of the GAN, the GAN is used to debias a Natural Language Processing (NLP) 
task: a word vector association task trained on 1,000 random Wikipedia articles. A decrease in bias is observed when the GAN 
is applied to the multi-class classifier and the word vector association task. The classifier, which originally had p-% of 39% for 
race and 30% for gender, increased to 76% for race and 82% for gender after applying the GAN. It has been shown that artificial 
intelligence, more specifically GANs, can be used to decrease the bias in machine learning algorithm outputs; the algorithm can 
be easily applied to real-world situations such as hiring employees or approving loans.
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� Introduction

Why Eliminating Bias Is Important: 
For the purposes of this paper, bias is defined as a condition 

where an algorithm when queried for data returns one result at 
a higher rate than another, based on its reading of ‘sensitive at-
tributes’ such as race and gender. In other words, an algorithm 
is biased if it unfairly prefers some groups of data over others. 
The GAN algorithm proposed in this research debiases ex-
isting algorithms that prioritize men over women, and White 
people over people who are Black, Asian, or Native American. 
A more detailed and quantifiable definition of fairness can be 
found in the “Meaning of Fairness” section of this paper. 

Machine learning consists of algorithms that are exposed to 
training data which then improve their abilities through ex-
perience. Unfortunately, biases are often associated with this 
process. For example, the word doctor may typically be associ-
ated with a man because of the bias in the inputted dataset. As 
machine learning is trained on data, bias present in any given 
data is paralleled in the machine learning algorithm. 

There are disparities in life that cannot be debiased: for ex-
ample, women are more likely to live longer than men. A bias 
exists wherever there is a disparity in results that does not nec-
essarily reflect reality. Disparities in data lead to biased results 
from the algorithms that are trained on said data. For instance, 
a woman may be statistically more likely to be a nurse than a 
man, but if this fact prevents men from becoming nurses it is 
an example of bias. When this fact does not prevent men from 
becoming nurses, it is an example of disparity. A biased result 
can easily occur in machine learning. Considering the prior ex-

ample, here is a scenario that could occur. First, an algorithm 
takes data containing a disparity—such as a dataset showing 
that more women are nurses than men—and trains itself to 
implicitly recognize that women are better nurses than men 
because of that original disparity. Over time, the algorithm 
perpetuates its skewed understanding by recommending that a 
company should hire more women than men for nursing roles. 
This project does not create a solution for algorithms that are 
biased by design. Rather, this approach attempts to decrease 
the bias in machine learning algorithms that are created be-
cause they perpetuate any unjust disparities that exist in the 
data they are given.

Ideally, unbiased data would be accessible. However, this is 
not always possible as equitable data are not easily obtainable. 
Current approaches include collecting more data. However, 
this is expensive, hard to implement, and time-consuming. 
Thus, contemporary research has found that most industry 
leaders are not taking this approach.

As artificial intelligence becomes a pervasive tool in many as-
pects of daily life, assisting in operations from job recruitment 
to loan approval and law enforcement, it becomes increasingly 
important to understand and combat the tendency of machine 
learning algorithms to reproduce any bias contained in the data 
they use. Corporations such as Amazon, Hilton Worldwide 
Holdings, and Goldman Sachs have expressed their intention 
to use machine learning algorithms to automate aspects of 
their hiring processes. Amazon has experimented with using 
an algorithm to filter a pool of applicants, determine the top 
candidates according to parameters, and then send only the se-
lected applications to the human resources department.¹ 
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Amazon’s experimental hiring tool was revealed to be down-
grading female applicants because it was recreating disparities 
in its dataset. Men had traditionally been more successful than 
women at obtaining jobs at the company, a reality attributable 
to the long-standing gender gap in the technology industry, 
so the algorithm had taught itself that male candidates were 
more likely to be successful applicants than female candidates. 
As a result, the algorithm began downgrading the resumes of 
women such that “it penalized resumes that included the word 
‘women’s,’ as in ‘women’s chess club captain.’ And it downgrad-
ed graduates of two all-women’s colleges.”¹ Although Amazon 
edited the algorithm so as to make it “neutral” to these terms, 
critics remain concerned that these changes cannot guarantee 
that the algorithm will not teach itself to develop other types 
of prejudice based on disparities in the data it uses.¹

Framework:
For the general process of machine learning, data are first 

inputted into the neural network. Processing then takes place 
in the hidden layers through connections. Patterns are found 
and weights are assigned to each pattern, depending on how 
important that pattern seems. Finally, the hidden layers link 
to the output layer, where the outputs are retrieved.

A Generative Adversarial Network, or GAN, is a specif-
ic type of machine learning where two neural networks, a 
generator and a discriminator, compete with each other in 
a zero-sum game. Typically, the generator creates fake data 
and the discriminator attempts to classify the data. Then, the 
discriminator will adjust either the generator or itself in an 
attempt to improve its accuracy. This process, also known as 
adversarial learning, continues until the discriminator is not 
able to distinguish between the real and the generated data. 

Natural Language Processing, or NLP, is a subfield of 
linguistics, computer science, and artificial intelligence that 
discovers interactions between computers and human lan-
guage. It focuses on computer processing and analyzing large 
amounts of natural language data. NLP uses word vectors, or 
geometrical representations of words, to calculate word sim-
ilarities.

Related Works:
Buolamwini et al. (2018) highlight how machine learning 

algorithms, particularly the facial recognition software creat-
ed by Microsoft, IBM, and Face++, may discriminate against 
users based on attributes such as race and gender.² While a 
program’s algorithm itself may not be biased, when data used 
to train the algorithm contains disparities, these differences 
can be replicated in the results, thus producing biased out-
comes. Buolamwini et al. show how the data inputted into 
IBM, Microsoft, and Face++’s facial analysis algorithms were 
disproportionately composed of lighter-skinned subjects and 
contained more male than female data points. As a result, 
these algorithms often misclassified darker-skinned females, 
with error rates up to 34.7%. In contrast, the maximum error 
rate for lighter-skinned males was only 0.8%.² In their study, 
Buolamwini et al. provide real-world examples of the grave 
consequences that result from datasets that do not fairly rep-
resent all populations, warning that biased facial recognition 

software could threaten to result in unfair convictions and 
influence health care outcomes. The paper concludes by de-
scribing how a solution is urgently needed in order to prevent 
cultural biases from being perpetuated by machine learning 
algorithms, especially when AI is “rapidly infiltrating every 
aspect of society.”²

Weber et al. (2020) discusses how artificial intelligence 
used to determine loan eligibility does not produce fair results 
due to its reliance on historical data which are “ irreparably 
poisoned by structural and cultural racism, past and present.”³ 
Although redlining was outlawed in the 1968 Fair Housing 
Act, machine learning algorithms continue to use these maps 
to determine loan eligibility, thus discriminating against peo-
ple of color such that “today, tens of millions of creditworthy 
prospective borrowers are excluded from credit access or 
charged with ‘racial premiums’ because their creditworthiness 
is determined by models failing to disambiguate historical 
oppression and present merit.”³,⁴ Weber et al.’s research sheds 
light on the drastic changes that need to be made to machine 
learning algorithms if they are used to determine loans. As the 
study states, the Black Lives Matter movement has demon-
strated that the United States continues to discriminate based 
on race, and these algorithms are part of the problem.³

Recently, there have been several attempts to use artificial 
intelligence in order to solve the biases that machine learn-
ing algorithms reproduce as a result of the disparities in their 
collected data.

Zhang et al. (2018) used adversarial learning, more specif-
ically logistic regression, in an attempt to eliminate the bias 
in results produced by data including gender disparities.⁵ 
Logistic regression is a statistical model that determines if a 
variable has an effect on the output. Zhang et al. established 
three variables: X, y, and Z, where X is the input, which is 
census data in this example; y is the prediction, such as an 
income bracket; and Z is the gender or zip code. Zhang et al. 
did not include race in their study. The objective of Zhang et 
al.’s algorithm is to maximize the ability to predict y, while 
minimizing the ability to predict Z, given an input X. Thus, 
logistic regression is used in order to ensure that gender does 
not have an effect on the occupation output. The Zhang et 
al. study also sought to reduce the bias in word embeddings. 
Through an application of Bolukbasi e t a l.’s methodology, 
Zhang et al. were able to reduce the number of biased anal-
ogies that they originally observed. Although, some basic 
gendered analogies such as man : woman :: he : she were still 
preserved.⁵ It is important to note that while Zhang et al.’s 
research developed a promising approach, it still produced a 
biased result.

Beutel et al. (2018) used adversarial learning to remove 
certain sensitive attributes in order to not expose the ma-
chine learning algorithm to these attributes.⁶ As a result, 
the algorithm was able to provide its output, whether that 
be a recommendation to hire someone or to approve a loan, 
without being influenced by characteristics such as one’s race, 
gender, or ethnicity.⁶ However, even if the algorithm was not 
exposed to these sensitive attributes, it still produced a biased 
result due to the patterns in the data.
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tiers to a two-layer neural network with many of the param-
eters altered. Subsequently, the proposed GAN algorithm is 
then applied to an NLP word vector association task in an 
attempt to debias word associations so as to demonstrate the 
generalizability of the debiasing GAN algorithm to a different 
dataset and underlying algorithm.

Research Question and Hypothesis:
In past research, GANs have been used to increase algo-

rithmic fairness by creating or collecting new data that do not 
contain disparities. Instead of taking this expensive approach 
of collecting new data, inspiration is drawn to create two neu-
ral networks.¹⁰

This paper explores whether or not implementing a GAN 
algorithm to create a classifier-adversary neural network 
structure will be able to decrease the biased results of a 
multi-class classifier according to the p-% rule. To prove the 
generalizability of this approach, the GAN algorithm is also 
applied to decrease the biased results of an NLP word vector 
association task.

It is expected that this GAN algorithm will be able to de-
crease the biased results of both machine learning tasks as it 
takes advantage of the zero-sum-game nature of adversarial 
learning in order to improve the classification accuracy and 
word vector associations while minimizing the ability to pre-
dict certain attributes such as race and gender. When applied, 
this algorithm should ensure that companies are not able to 
detect one’s race or gender when determining whether or not 
they hire a candidate.

� Methods
Setup and Dataset for a GAN Application to a Multi-Class 

Classifier:
Taking inspiration from Bolukbasi et al. (2016), Beutel et 

al. (2017), Zhang et al. (2018), and Tonk (2018), training of 
the machine learning algorithm and evaluation of its fairness 
is completed using the University of California, Irvine (UCI) 
census data.⁵-⁷,⁹,¹¹ As the ultimate goal is to create an algorithm 
that can be used by financial institutions and the government, 
it is appropriate that publicly available census data are chosen 
for this study, which represents 30,940 individuals. Details on 
the features of this dataset are included in Table 1.

To establish a baseline before implementing the GAN, the 
UCI census dataset was used to train and test the ability of a 
linear multi-class classifier to predict whether or not a given 
person in the dataset earned more than a $50,000 salary per 
year. First, the dataset is split in a 70:20:10 ratio into a training 
set, testing set, and validation set. 

In order to do this, the data are divided into three sets: 
features, targets, and sensitive attributes. The characteristics, 
represented by X, contain attributes such as age, education, 
and marital status, which the multi-class classifier uses to 
make predictions. The targets, represented by y, include the la-
bels that the classification algorithm outputs: whether or not 
one’s income is above $50,000 a year. The sensitive attributes, 
represented by Z, contain the multi-class attributes that need 
to be represented fairly: Black, White, Asian/Pacific Islander, 
and American Indian for race; and male and female for gender. 
The sensitive attributes are not in the set of machine learning 

While Tonk (2018) acknowledges that more papers are being 
published on the issue of fairness and bias in machine learning, 
he states that strides still need to be made in the field. Tonk 
describes how machine learning models are increasingly being 
used in everyday decision-making processes and states that the 
fairness of the results produced by these algorithms must be 
prioritized so as to “mitigate emergent discrimination” in ma-
chine learning models.⁷ Tonk’s study trained a model making 
income level predictions and then used adversarial learning to 
make the output fairer. This work was inspired by Louppe et 
al.’s 2017 paper, which shows how adversarial networks can be 
used when the training data do not accurately represent the 
world as a whole.⁷,⁸ Tonk’s approach used adversarial learning 
to attempt to debias a linear binary classifier’s ability to predict 
whether a person earned a salary of more than $50,000 with-
out basing those predictions on biased assessments such as race 
and gender.⁷ It is important to note that Tonk did not consider 
other racial groups besides Black and White in his study. Tonk 
used a p-% metric value to measure the bias of the binary clas-
sifier’s result before and after an adversarial learning algorithm 
was applied; he noticed a decrease in bias of more than 40% 
for both race and gender. Tonk’s work takes the conclusions 
made in Beutel et al. further, stating that although eliminating 
the adversarial network’s ability to see characteristics like race 
or gender does improve the biased results, it does not correct 
them entirely.⁷

Bolukbasi et al. (2016) focused on the bias created when 
word vectors are trained on Google News articles.⁹ Word 
embeddings are described as vectors that represent words, act-
ing as a dictionary which attempts to interpret the meaning 
of a word for computer programs. The Google News articles 
used in the study contain immense amounts of discriminato-
ry perspectives and associations, which were in turn amplified 
by the machine learning algorithms that used them as data. 
To attempt to debias the results, Bolukbasi et al. modified the 
embeddings to remove gendered associations between words, 
such as woman and nurse, while also preserving appropriate 
associations, such as between woman and queen.⁹ In order to 
do this, two steps were used: “The first step, called Identify 
gender subspace, is to identify a direction (or, more generally, 
a subspace) of the embedding that captures the bias. For the 
second step, we define two options: Neutralize and Equalize 
or Soften. Neutralize ensures that gender neutral words are 
zero in the gender subspace. Equalize perfectly equalizes sets 
of words outside the subspace and thereby enforces the prop-
erty that any neutral word is equidistant to all words in each 
equality set.”⁹ Bolukbasi et al.’s machine learning model result-
ed in a 13% decrease in gender-biased results.⁹ However, their 
approach is very specific and not easily applicable to other sit-
uations as it can only be applied to word vectors. 

In this paper, inspiration is drawn from Zhang et al., and the 
methods and p-% metric used to measure bias are similar to 
Tonk’s study; however, this research is arrived at independently 
and the approaches are very different. This paper goes beyond 
Zhang et al. and Tonk’s binary class classifier, as a machine 
learning multi-class classifier is used to expand the scope of 
debiasing and create a GAN algorithm that further decreases 
biases. The proposed GAN algorithm is changed from three 

ijhighschoolresearch.org



20DOI: 10.36838/v3i6.5

features, meaning the model is not exposed to race and gender 
while initially training the machine learning classifier.

Due to a lack of data, certain omissions had to be made: only 
male and female could be used for gender, and Hispanic and 
other races could not be included.

Training the Basic Income Level Predictor:
In order to predict the probability of one’s income being 

over $50,000 a year, NumPy, a Python machine learning li-
brary, is used to fit a two-layer neural network.¹² The Leaky 
ReLU function is used as an activation function, as it has 
become a standard in machine learning in recent years, and 
stochastic gradient descent is used to train the machine learn-
ing classifier.¹³ Additionally, the learning rate for the neural 
network is adjusted with an exponential learning rate sched-
ule as optimization proceeds. After each training iteration, 
the learning rate is reduced by multiplying it by a decay rate 
of 0.95. See Figure 1 of the Appendix for the Python code 
written to train the neural network.

Developing a GAN Algorithm:
The machine learning classifier did not have access to the 

defined sensitive attributes, but it still produced biased results. 
The classifier behaved in this manner due to implicit biases 
associated with other input features such as age, occupation, 
or education. 

The GAN algorithm described by Goodfellow et al. con-
sists of two neutral networks: a generative model and an 
adversarial classifier.¹⁴ Both compete in a zero-sum game in 
order to create simulated data that are representative of the 
data that already exist. The generative model, or discriminator, 
creates the data while the adversarial classifier, or generator, 
tries to distinguish whether or not they are real data. As both 
networks are being trained at the same time, the algorithm 
continues to improve.¹⁴

Taking inspiration from Goodfellow et al., the algorithm 
explored in this paper applies a GAN algorithm in addition 
to the classifier to constrain the model, so it is forced into 
making fair predictions. The new model tries to enforce the 
pivotal property on the predictive model capable of predict-
ing income levels so that sensitive attributes do not affect the 
predictions. By taking the sensitive attributes as nuisance pa-

rameters, those on which the neural network is not explicitly 
trained, predictions can be enforced that are independent of 
race and gender—leading to fair predictions.

The algorithm proposed in this work keeps the GAN func-
tionality of the discriminator network, which is to predict 
whether or not one earns a salary of more than $50,000 a 
year based on the X input. However, this work repurposes the 
functionality of the generator from creating simulated data, 
as is done in Louppe et al.’s 2017 paper, predicting the sen-
sitive attributes Z from the predicted y without direct access 
to X.⁸  

The GAN can be thought of as a back-and-forth process 
of the generator trying to fool the discriminator and the dis-
criminator trying to correctly classify whether or not one 
earns a salary of more than $50,000 a year.  This is a minimax 
game captured by Eq. 1 below, where Z ~ p(z) are random 
noise samples, G(z) are the outputs of the generator, and D is 
the output of the discriminator. 

(Eq.1)

See Figure 2 of the Appendix which shows the code imple-
mentation of the GAN loss function (Eq. 1). 

The loss function captures the zero-sum nature of the al-
gorithm where the generative network learns to minimize 
its predictive losses while maximizing that of the adversarial 
network.

Generator and Discriminator Architecture and Training the 
GAN:

To optimize Eq. 1, gradient descent steps on the objec-
tive for G and gradient ascent steps for the objective for D 
are taken, alternating between the two. At a high level, the 
goal is to update the generator to minimize the likelihood 
of the discriminator correctly classifying the given person’s 
race and update the discriminator to maximize the probabil-
ity of the discriminator predicting whether or not the given 
person makes a salary of more than $50,000 a year. All code 
implemented for the GAN algorithm is done in Python Ten-
sorFlow.¹⁵

Now that the objective function for the GAN has been 
clearly defined, the discriminator network can be built. The 
details for the layers of the discriminator are: a fully con-
nected layer with input size 784 and output size 256, Leaky 
ReLU activation function, a fully connected layer with in-
put size 256 and output size 256, Leaky ReLU activation 
function, and a fully connected layer with input size 256 and 
output size 2. See Figure 3 of the Appendix for the Python 
code written for the discriminator architecture. 

The details for the layers of the generator network are as 
follows: a fully connected layer with input size 1024, Leaky 
ReLU activation function, a fully connected layer with input 
size 1024, Leaky ReLU activation function, a fully connected 
layer with input size 784, and a hyperbolic tangent activation 
function to restrict all classification outputs for the sensitive 
attributes to a range of [-1, 1]. See Figure 4 of the Appendix 
for the Python code written for the generator architecture.

Table 1: Features of the UCI census dataset.11
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With the discriminator and generator networks defined, 
the GAN can be trained. First, the generator is trained on the 
full dataset. Then, the discriminator is pre-trained on the full 
dataset without exposure to the generator’s outputs. Finally, 
the generator and discriminator are trained simultaneously 
over 250 iterations.

Meaning of Fairness:
In order to quantitatively determine the success of the al-

gorithm, several metrics are used. Some examples include 
demographic parity, which tests if two variables are inde-
pendent; equality of odds, which tests if two variables are 
independent of each other and is defined in Eqs. 1 and 2; and 
equality of opportunity, which tests if two variables are condi-
tionally independent given one of them.⁵

In this work, inspiration is drawn from the U.S. Equal Em-
ployment Opportunity Commission’s (EEOC) 80% rule.⁷ 
The 80% rule looks at the ratio of two groups being compared, 
whether that be Black and White for race or male and female 
for gender. In their 2014 paper, Zafar et al. demonstrated how 
a more generic version of this rule, called the p-% rule, can be 
used to quantify fairness of a classifier.¹⁶

The p-% rule states that the ratio between the probability 
of a positive outcome given the sensitive attribute-race and 
gender-being true and the same probability given the sensi-
tive attribute being false is no less than the ratio p:100.⁶ Thus, 
when a classifier is completely fair it will satisfy a 100% rule. 
In contrast, when it is completely unfair it satisfies a 0% rule. 
In this work, three p-% rule metrics are calculated for race and 
use White as a standard comparison for racial bias. More pre-
cisely, for race, the p-% rule is calculated for White and Black, 
White and Asian/Pacific Islander, and White and American 
Indian. For gender, the p-% rule is calculated for male and 
female. The classifier in this paper will be determined fair if it 
satisfies at least an 80% rule, following the EEOC.⁶

Given the sensitive attributes, the p-% with respect to race 
for this model is calculated using the equation below in or-
der to quantitatively see how fair the income level predictor 
proves. For Eq. 2, y =1 indicates that the machine learning 
classifier predicts that the given person earns a salary of more 
than $50,000, and Z can be substituted with the races under 
consideration in this work: Black, Asian/Pacific Islander, and 
American Indian.⁶

(Eq.2)¹⁶

The p-% equation (Eq. 3) for gender is similar, but since 
only male and female are being considered as gender classifi-
cations, the value of Z in this equation does not change.

(Eq.3)¹⁶

Setup and Dataset for a GAN Application to an NLP Word 
Embedding Task:

It is common in NLP to represent words as vectors so that 
qualitative relationships between words can be quantified. 

As described in Bolukbasi et al.’s 2016 study, word embed-
dings are a framework to represent text as vectors which can 
be used as input data for machine learning and NLP tasks.⁹ 
Word embeddings typically contain data from written arti-
cles. A method of calculating a word vector would be to count 
the number of occurrences of a specific word in a document 
over all of the documents in the dataset. Each document is a 
dimension of the vector. The vectors allow computers to un-
derstand the meaning of a word. Then, with the use of these 
vectors, the similarities between words can be determined 
and used for numerous applications. While word embeddings 
can be helpful for determining the similarity between words 
because they synthesize existing information in a seemingly 
unbiased way, they also perpetuate any disparities and biases 
contained in the documents from which they are derived.

This research attempts to eliminate the gender bias that 
is produced when using word embeddings as data for ma-
chine learning software. To create the word embeddings, 
1,000 randomly selected Wikipedia articles are collected and 
word vectors are created for all of the words in the dataset. 
This study uses W ikipedia articles because they are regularly 
updated, in contrast to articles from sources such as Google 
News, as used by Bolukbasi et al., which can become outdated. 
Similar to Bolukbasi et al.’s determination of bias in Google 
News articles, this study found that Wikipedia contributors 
reproduce their own biases in the information they write.⁹ See 
Figure 5 of the Appendix for this paper’s method of creating 
word vectors using Python code.

To add more complexity, dimensions can also be added that 
include the instances the word appears next to another word, 
which has been implemented in Figure 6 of the Appendix.

Once the vectors are established, statistical methods can be 
used to calculate the similarity between vectors. In this work, 
the cosine similarity is used as it is most common for text 
similarity. Next, a similarity score for the cosine similarity 
is calculated; a number between 0 and 1 will be returned, 1 
meaning they are very similar and 0 meaning they are not 
similar. For example, in Figure A below, the words closer to 
the x-axis are most similar to the word woman.⁹ 

Eq. 4 shows the cosine similarity formula, which is convert-
ed to code in Figure 7 of the Appendix.

(Eq.4)⁹

Figure A: Geometric visualization of word vectors and cosine similarity. 
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The ultimate goal of this NLP task is to find the five words 
most similar to man and woman. In order to do this, the word 
vector dictionary created earlier was searched, and the five 
words that have the smallest cosine similarity to man and 
woman respectively are returned. Figure 8 of the Appendix 
shows the Python code implementation of this process.

Applying the GAN Algorithm to the NLP Word Embedding 
Task:

In order to apply the GAN algorithm to the NLP word 
embedding task, two steps are needed. First, the adversarial 
network calculates the cosine similarities between all possi-
ble words with respect to man and woman.This provides a 
method for defining the protected gender variable. Then, the 
network outputs five words that have the highest cosine simi-
larity, and are thus the least similar to man and woman. These 
words are defined as the “bias subspace.”

Then, the discriminator network projects all the words in 
the “bias subspace” to a word vector that is perpendicular to 
the word vectors for man and woman. It is expected that the 
discriminator network will learn that an “unbiased subspace” 
would contain vectors that should be associated with man 
and woman. Next, the new cosine similarities between the set 
of projected word vectors in the “unbiased subspace” to man 
and woman can be calculated. The five words in the “unbiased 
subspace” that have the smallest cosine similarity to man and 
woman are chosen.

Since the discriminator network now associates words that 
are considered to be opposite to the meaning of man and 
woman in a biased setting, it is associating unbiased words to 
man and woman.
� Results and Discussion
Results and Discussion for Classification Task:
The initial accuracies for the multi-class classifier were 82% 

in classifying race and 80.2% in classifying gender. Further-
more, the p-% for minority races compared to White were as 
follows: 28% for Black, 63% for Asians, and 25% for Native 
American. The p-% for gender was 30%. From this research’s 
definition of the p-% value, the multi-class classifier is less like-
ly to predict someone who is Black, Asian, or Native American 
to make an income of over $50,000 a year in comparison to 
someone who is White. Similarly, the classifier is also less likely 
to predict that a woman will make an income of over $50,000 
a year in comparison to a man, as can be seen by the low p-% 
value.

After the GAN algorithm is applied to the classifier, the 
classification accuracies remained approximately the same. 
Furthermore, the prediction accuracies are 76% in classifying 
race and 78% in classifying gender. The p-% for minority rac-
es all significantly increased and are now as follows: 78% for 
Black, 85% for Asians, and 65% for Native American. The p-% 
for gender also rose and is now 82%. The percentages are all 
listed in Table 2 below. 

The p-% for gender now is above the 80% threshold that was 
deemed to be fair earlier in this paper. While the p-% for Black 
and Native Americans does not meet the 80% threshold, there 
is still a significant increase in the p-% value.

It can be predicted that the machine learning classifier 
accuracy in this paper decreased as a result of the data. The 
original p-% is low as a result of disparities in the data. Now 
that the results are less biased, the accuracy in terms of the 
original dataset slightly decreased. However, the decrease of 
the p-% value is miniscule and can be attributed to difficulties 
in the ability of the algorithm to converge to global minima 
instead of local minima. 

The most similar attempt to combat bias in the output 
of machine learning tasks was performed by Zhang et al. in 
“Mitigating Unwanted Biases with Adversarial Learning.”⁵ 
This paper uses the same UCI census data and adversarial 
learning idea as Zhang et al., and thus the two studies can 
be easily compared.⁵,¹¹ To begin with, the Zhang et al. pa-
per started with an 86.0% accuracy, and dropped to an 84.5% 
accuracy.⁵ In this work, there is no noticeable change in the 
classification accuracy. The Zhang et al. paper only considered 
gender debiasing, and not race, so the p-% results will only be 
compared with this study for gender. In addition, Zhang et al. 
used a different optimization, Python library, and measure-
ment of bias.⁵ Table 3 shows a comparison between the work 
discussed in this paper and Zhang et al.’s work with and with-
out a debiasing algorithm applied. The accuracy column in 
Table 3 represents the machine learning classifier’s accuracy.

The p-% value for the Zhang et al. paper increased by 37 
percentage points, while this current work increased by 52 per-
centage points.⁵ This increase in difference between the p-% 
values for before and after the adversarial networks shows the 
method described in this paper is more successful at eliminat-
ing the output’s bias. In addition, this method is more easily 
applicable as it has also been implemented on both race and 
gender, while the Zhang et al. paper only explored gender.⁵

Tonk’s work also included both race and gender; howev-
er, it is limited to only Black and White racial groups. Tonk 
also uses Keras, a binary classifier, and a different optimization 
equation.⁷

Results and Discussion for Word Embedding Task:
Although the results for the word embedding task are not 

quantifiable, from a subjective view the occupations provided 
for each gender perpetuate fewer of the disparities contained 
in the original data, as can be seen in the results of Table 4. 
For example, before applying the GAN, the occupations for 
women were associated with positions of lesser power or skill, 
such as a nurse or waitress. After applying the GAN, women 
are presented in positions of relative power such as a surgeon 
or pediatrician. In the future, it would be interesting to create 

Table 2: Results of debiasing the multi-class classifier. 

Table 3: : P-% value in the current work as compared to Zhang et al. with 
and without GAN applied.⁵ 
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a numerical score in order to quantifiably measure the decrease 
in bias in the outputs instead of having to rely on a subjective 
point of view.

� Conclusion
Taking inspiration from a GAN, the algorithm developed in 

this study maximized the ability to predict y (whether or not 
one’s income is above $50,000 a year), while minimizing the 
ability to predict Z (the sensitive attributes, such as race and 
gender), given an input X (the dataset). A multi-class classi-
fier is used as a baseline metric to compare to the algorithm’s 
performance. In addition, the GAN algorithm is used in con-
junction with the classifier so as to eliminate the bias in its 
results.

In order to quantitatively measure the fairness of the algo-
rithm, the p-% rule, in addition to the EEOC’s 80% rule, is 
used. In this study, the algorithm is deemed fair if the p-% is 
greater than 80%. The classifier, which originally had p-% of 
39% for race and 30% for gender, increased to 76% for race and 
82% for gender with the use of the GAN algorithm created in 
this study. While the p-% for race is not deemed fair, it has a 
significant increase from before the GAN was applied. In an 
effort to make the p-% fair, a more diverse dataset could be 
used in addition to the GAN algorithm in the future. 

An extra layer of complexity is added by extending the GAN 
algorithm application to the NLP word embedding task. This 
is done in order to prove the generalizability of the GAN 
algorithm. As a result of this approach, there is an observed 
subjective decrease in biased results. This means that this GAN 
algorithm can be generalizable for other forms of classification 
bias as it is successful for more than one sensitive attribute.

In the future, this GAN algorithm can be used with resume 
data in order to minimize the influence of sensitive attributes, 
such as race or gender, on who is hired. Similarly, the algorithm 
can reduce the correlation between sensitive attributes and bi-
ased results for many other purposes.
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� Appendix

Figure 1: Python code for training a two-layer neural network.

Figure 3: Python code written for the discriminator architecture.

Figure 4: Python code for generator architecture.

Figure 5: Python code implementing cosine similarity to find closest word 
synonyms.

Figure 6: Python code for creating a dictionary of associated word 
embeddings.

Figure 7: Python code for measuring cosine similarity between word 
vectors.

Figure 8: Python code for generating top words associated with man and 
woman.

Figure 2: Python code for GAN loss function.
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