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Foreword

I t is our pleasure to welcome Jean Pierre Boon and Constantino
Tsallis as guests Editors for the present Special Issue of

Europhysics News on “Nonextensive Statistical Mechanics”. They
did a great job not only in selecting an impressive set of distin-
guished authors but also in writing the introductory Editorial and
in each being a co-author of one of the contributions. The subject
is difficult and could not go without a higher proportion of equa-
tions than usual in EPN: our thanks go to the EPN designer who
had to face a heavier task than usual. It is sometimes necessary to
address arduous developments to cover recent progress in Physics.
This time, EPN will ask its readers to make an effort. It is always
rewarding. The guests Editors were so efficient that the collected
material passes largely the size of a standard EPN issue. We are
grateful to the Publisher for accepting to accommodate all the
articles in a single volume. It will make of this Special Issue the gen-
eral reference work on “nonextensive statistical mechanics”. Back to
the usual mix of wide-ranging Features and News next time! 

The Editors

Special issue overview
Nonextensive statistical
mechanics: new trends,
new perspectives  
Jean Pierre Boon 1 and Constantino Tsallis 2, 3

1 CNLPCS, Campus Plaine – CP 231 Université Libre de
Bruxelles, B-1050 Bruxelles, Belgium 
2 Santa Fe Institute, 1399 Hyde Park Road, Santa Fe, New Mexico
87501, USA 
3 Centro Brasileiro de Pesquisas Fisicas, Xavier Sigaud 150,
22290-180 Rio de Janeiro-RJ, Brazil 

Boltzmann-Gibbs (BG) statistical mechanics is one of the mon-
uments of contemporary physics. It establishes a remarkably

useful bridge between the mechanical microscopic laws and classi-
cal thermodynamics. It does so by advancing a specific connection,

SBG = -k∑W
i=1 pi ln pi in its discrete version, of the entropy a la Clau-

sius with the microscopic states of the system. However, the BG
theory is not universal. It has a delimited domain of applicability,
as any other human intellectual construct. Outside this domain, its
predictions can be slightly or even strongly inadequate. No surprise
about that. That theory centrally addresses the very special station-
ary state denominated thermal equilibrium. This macroscopic state
has remarkable and ubiquitous properties, hence its fundamental
importance. The deep foundation of this state and of 27-year-old
Boltzmann’s famous Stosszahlansatz (“molecular chaos hypothe-
sis”) in 1871 lie on nonlinear dynamics, more specifically on strong
chaos, hence mixing, hence ergodicity. However many important
phenomena in natural, artificial, and even social systems do not
accomodate with this simplifying hypothesis. This is particularly
frequent in physical sciences as well as in biology and economics,
where non-equlibrium stationary states are the common rule. Then,
at the microscopic dynamical level, strong chaos is typically replaced
by its weak version, when the sensitivity to the initial conditions
grows not exponentially with time, but rather like a power-law.

A question then arises naturally, namely: Is it possible to address
some of these important - though anomalous in the BG sense - situa-
tions with concepts and methods similar to those of BG statistical
mechanics? Many theoretical, experimental and observational indi-
cations are nowadays available that point towards the affirmative
answer. A theory which appears to satisfactorily play that role is
nonextensive statistical mechanics and its subsequent developments.
This approach, first proposed in 1988, is based on the generaliza-
tion of the BG entropy by the expression 

Sq = 

with index q ∈ and S1 = SBG, i.e. the BG theory is contained as the
particular case q = 1 (see the Box). Sq shares with SBG a variety of
thermodynamically and dynamically important properties.Among
these we have concavity (relevant for the thermodynamical stability
of the system), experimental robustness (technically known as
Lesche-stability, and relevant for the experimental reproducibility of
the results), extensivity (relevant for having a natural matching
with the entropy as introduced in classical thermodynamics), and
finiteness of the entropy production per unit time (relevant for a vari-
ety of real situations where the system is striving to explore its
microscopic phase space in order to ultimately approach some kind
of stationary state). This is quite important because it is not easy to
find entropic functionals that simultaneously and generically satis-
fy these four properties. Renyi entropy, for instance, is known to be
an interesting form for characterizing multifractals. But it seems
inadequate for thermodynamical purposes. Indeed, Renyi entropy
satisfies concavity only in the interval 0 < q ≤ 1, and violates, for q
≠ 1, all the other three properties mentioned above. The extensivi-
ty of Sq deserves a special mention. Indeed, if we compose
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b Box: The two basic functions that appear
in Nonextensive Statistical Mechanics are the
q-exponential and the q- logarithm with
lnq(expq x) = expq(lnq x) = x.They are simple
generalizations of the usual exponential and
logarithmic functions which are retrieved by
performing a |1 - q| << 1 expansion. Similarly
the q-entropy generalizes the standard
Boltzmann-Gibbs entropy.The escort
distribution is a generalization of the usual
ensemble averaging function to which it
reduces for q = 1.



subsystems that are (explicitly or tacitly) probabilistically indepen-
dent, then SBG is extensive whereas Sq is, for q ≠ 1, nonextensive. This
fact led to its current denomination as “nonextensive entropy”.
However, if what we compose are subsystems that generate a non-
trivial (strictly or asymptotically) scale-invariant system (in other
words, with important global correlations), then it is generically Sq

for a particular value of q ≠ 1, and not SBG, which is extensive. Ask-
ing whether the entropy of a system is or is not extensive without
indicating the composition law of its elements, is like asking whether
some body is or is not in movement without indicating the referen-
tial with regard to which we are observing the velocity.

The overall picture which emerges is that Clausius thermody-
namical entropy is a concept which can accomodate with more
than one connection with the set of probabilities of the microscop-
ic states. SBG is of course one such possibility, Sq is another one, and
it seems plausible that there might be others. The specific one to be
used appears to be univocally determined by the microscopic
dynamics of the system. This point is quite important in practice. If
the microscopic dynamics of the system is known, we can in prin-
ciple determine the corresponding value of q from first principles.
As it happens, this precise dynamics is most frequently unknown
for many natural systems. In this case, a way out that is currently
used is to check the functional forms of various properties associ-
ated with the system and then determine the appropriate values of
q by fitting. This has been occasionally a point of – understandable
but nevertheless mistaken – criticism against nonextensive theory,
but it is in fact common practice in the analysis of many physical
systems. Consider for instance the determination of the eccentrici-
ties of the orbits of the planets. If we knew all the initial conditions
of all the masses of the planetary system and had access to a colos-
sal computer, we could in principle, by using Newtonian mechanics,
determine a priori the eccentricities of the orbits. Since we lack that
(gigantic) knowledge and tool, astronomers determine those eccen-
tricities through fitting. More explicitly, astronomers adopt the
mathematical form of a Keplerian ellipse as a first approximation,
and then determine the radius and eccentricity of the orbit through
their observations. Analogously, there are many complex systems
for which one may reasonably argue that they belong to the class
that is addressed by nonextensive statistical concepts, but whose
microscopic (sometimes even mesoscopic) dynamics is inaccessible.
For such systems, it appears as a sensible attitude to adopt the math-
ematical forms that emerge in the theory, e.g. q-exponentials, and
then obtain through fitting the corresponding value of q and of
similar characteristic quantities.

Coming back to names that are commonly used in the literature,
we have seen above that the expression “nonextensive entropy” can
be misleading. Not really so the expression “nonextensive statistical
mechanics”. Indeed, the many-body mechanical systems that are
primarily addressed within this theory include long-range interac-
tions, i.e., interactions that are not integrable at infinity. Such
systems clearly have a total energy which increases quicker than N,
where N is the number of its microscopic elements. This is to say a
total energy which indeed is nonextensive.

Acknowledgements
The present special issue of Europhysics News is dedicated to a
hopefully pedagogical presentation, to the physics community, of
the main ideas and results supporting the intensively explored and
quickly evolving nonextensive statistical mechanics. The subjects
that we have selected, have been chosen in order to provide a gen-
eral picture of its present status in what concerns both its
foundations and applications. It is our pleasure to gratefully
acknowledge all invited authors for their enthusiastic participation.

Extensivity and entropy
production 
Constantino Tsallis 1, 2, Murray Gell-Mann 1 and Yuzuru Sato 1 * 1

Santa Fe Institute, 1399 Hyde Park Road, Santa Fe, New Mexico
87501, USA 
2 Centro Brasileiro de Pesquisas Fisicas, Xavier Sigaud 150,
22290-180 Rio de Janeiro-RJ, Brazil 
* tsallis@santafe.edu, mgm@santafe.edu, ysato@santafe.edu   

In 1865 Clausius introduced the concept of entropy, S, in the
context of classical thermodynamics. This was done, as is well

known, without any reference to the microscopic world. The first
connection between these two levels of understanding was pro-
posed and initially explored one decade later by Boltzmann and
then by Gibbs. One of the properties that appear naturally within
the Clausius conception of entropy is the extensivity of S, i.e., its
proportionality to the amount of matter involved, which we inter-
pret, in our present microscopic understanding, as being
proportional to the number N of elements of the system. The
Boltzmann-Gibbs entropy SBG ≡ -k∑W

i=1 pi ln pi (discrete version,
where W is the total number of microscopic states, with proba-
bilities {pi}, and where k is a positive constant, usually taken to be
kB). SBG satisfies the Clausius prescription under certain condi-
tions. For example, if the N elements (or subsystems) of the
system are probabilistically independent, i.e., pi1,i2,…,iN =
pi1pi2…piN , we immediately verify that SBG(N) ∝ NSBG(1). If the
correlations within the system are close to this ideal situation (e.g.,
local interactions), extensivity is still verified, in the sense that
SBG(N) ∝ N in the limit N → ∞. There are however more com-
plex situations (that we illustrate later on) for which SBG is not
extensive. The question then arises: Is it possible, in such complex
cases, to have an extensive expression for the entropy in terms of the
microscopic probabilities? The general answer to this question still
eludes us. However, for an important class of systems (e.g., asymp-
totically scale-invariant), one such entropic connection is known,
namely    

(1) 
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(N = 0)
π10

1

π20
π30

π40

π11
π21 π22

π31 π32 π33
π41 π42 π43 π44

(N = 1)

(N = 2)

(N = 3)

(N = 4)

1
1/2 1/2

1/6 1/31/3
3/8 5/48 5/48 0

2/5 3/40 1/20 0 0

m Table: Left: Most general set of joint probabilities for N equal
and distinguishable binary subsystems for which only the
number of states 1 and of states 2 matters, not their ordering.
Right: Triangle with e = 0.5 and d = 2 constructed by
modifying the Leibnitz-triangle. In general qsen = 1-(1/d).
For N = 5, 6, … a full triangle emerges (on the right side) all
the elements of which vanish. For any finite N, the Leibnitz
rule is not exactly satisfied, but it becomes asymptotically
satisfied for N → ∞. See details in [3].
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This expression was proposed in 1988 [1] as a possible basis for a
generalization of Boltzmann- Gibbs statistics currently referred to
as nonextensive statistical mechanics (see [2] for a set of minire-
views). In such a theory the energy is typically nonextensive
whether or not the entropy is.

Let us illustrate, for both q = 1 and q ≠ 1, the extensivity of Sq in
some examples [3]. Consider a system composed of N identical
and distinguishable subsystems (or elements). Let us assume for
simplicity that each of those elements corresponds to a proba-
bilistic binary variable which takes values 1 and 2. The joint
probabilities of such a system can be represented as in Table I with

∑N
n=0  

—N!
(N-n)! n! πN,n = 1 (πN,n ∈ [0, 1]; N = 1, 2, 3, …; n = 0, 1, …, N).

Let us impose the scale-invariant constraint πN,n + πN,n +1 = πN-

1,n (n = 0, 1, …, N -1; N = 2, 3, …) . Hereafter we refer to this
relation as the Leibnitz rule. Indeed, it is satisfied by the Leibnitz
triangle: (π10 , π11) = (1/2, 1/2), (π20 , π21, π22) = (1/3, 1/6, 1/3),
(π30 , π31, π32, π33) = (1/4, 1/12, 1/12, 1/4), etc. By inserting these
probabilities into expression (1) we can calculate Sq(N) as shown
in Fig.1(a). We see that Sq is extensive only for q = 1. This charac-
terizes a typical Boltzmannian system. Let us now consider the
probabilities in the table. They have been constructed by starting
with Leibnitz triangle, then gradually introducing a zero proba-
bility triangle on its “right” side as indicated in Table I [3]. The
total measure associated is then redistributed on a strip on the

“left side” whose width is d. The distribution is such that
πN 0 >> πN 1 >> …, the discrepancies becoming larger as  N → ∞.
It can be shown [3] that this system satisfies the Leibnitz rule not
strictly but only asymptotically, i.e., for N → ∞. If we now cal-
culate Sq(N) we get the result shown in Fig. 1(b). We see that
now Sq is extensive only for q = 1/2. In fact, for a large class of
probability sets, Sq is extensive only for a special value of q, from
now on denoted qsen for reasons that will soon become clear
(sen stands for sensitivity). The property Sq(A + B)/k = [Sq(A)/k]
+ [Sq(B)/k] + (1 - q)[Sq(A)/k][Sq(B)/k], which led to the term
“nonextensive entropy”, is valid only if the subsystems A and B
are explicitly or tacitly assumed to be probabilistically indepen-
dent.

We shall now address a completely different problem, name-
ly that of entropy production per unit time. The system now is a
specific one, classical and following deterministic nonlinear
dynamics. In particular its value of N is fixed. We consider the
D(N)-dimensional phase space, and denote by W0 its Lebesgue
measure. We then make a partition of it into small cells whose
linear size is e. The total number W(N) >> 1 of cells (designated
by i = 1, 2, …,W(N)) is given by W(N) ∝ W0 /e D(N) with D(N) ∝
N (N → ∞). If the phase space is a D(N)-dimensional hyper-
cube, then W(N) = W0 /e D ( N ). If the system is a classical
Hamiltonian one, then D(N) ~ 2 dsN (N → ∞), where ds ≡ space
dimension.
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b Fig. 1: Size-
dependence of
Sq for probabi-
listically locally
(a) or globally
(b) correlated
systems (see [3]
for details).Time-
dependence of
Sq for strong (c)
and weak (d)
chaos (see [4]
for details). All
the actual data
are in black.The
coloured dashed
lines are visual
aids.



We choose one of those cells and in it we randomly pick
M >> 1 initial conditions. As time t (assumed discrete, i.e., t = 0,
1, 2, …)  evolves, these M points spread around into {Mi(t)} with
∑W(N)

i=1 Mi(t) = M. We can then define a set of probabilities {pi(t)}
by pi ≡ Mi(t)/M. With these probabilities we can calculate Sq(N,
t; e, M) for that particular initial cell. Then, depending on our
focus, we may or may not average over all or part of the possi-
ble initial cells (both situations have been analyzed in the
literature). We consider now two different cases, namely strong
chaos (i.e., the maximal Lyapunov exponent is positive), and
weak chaos (i.e., the maximal Lyapunov exponent vanishes).
Both are illustrated in Figs. 1(c) and 1(d) for a very simple sys-
tem, namely the logistic map xt +1 = 1 - ax 2

t with 0 ≤ a ≤ 2, and
-1 ≤ xt ≤ 1. For infinitely many values of the control parameter
a (e.g., a = 2), we have strong chaos (this is the case in Fig. 1(c)
with a = 2). But for other (infinitely many) values of a, we have
weak chaos (this is the case in Fig. 1(d) with a = 1.401155…). As
we can see, it is quite remarkable how strongly similar all four
figures 1 are. This suggests the following conjecture:

(2)

as schematised in Fig. 2. (A is a positive constant.) We emphasize
that this conjecture is built to some extent upon observations
made on the time-dependence of low-dimensional systems, such
as the logistic map and similar dissipative maps ( [5] and refer-
ences therein) as well as two-dimensional conservative maps [6].
Whether similar behavior indeed holds for the time-dependence
of high-dimensional dissipative or Hamiltonian systems with
N >> 1 obviously remains to be checked.

Conjecture (2) has two consequences. The first of them is that,
since by definition of qsen it is lim e → 0 Sqsen(t, e) ~ Kqsent, we have that
lim e → 0 lim M→ ∞ Sqsen(N, t; e, M) ~ AKqsenNt. This means, interest-
ingly enough, that N and t play similar roles. The second
consequence concerns the case when we have a fine but finite
graining e, for example that imposed by quantum considera-
tions. Then we typically expect the expressions lim N → ∞ lim t → ∞

to coincide for typical q = 1 systems, and to differ for more complex

lim M→∞
Sqsen
—

(N, t,
—

Nt

e, M)
— and lim t→∞ lim N→∞ lim M→∞ 

Sqsen
—

(N, t,
—

Nt

e, M)
—

systems (q ≠ 1), as might well be the case for long-range-
interacting Hamiltonians [7].

Let us illustrate, for a one-dimensional map, an important
property associated with Eq. (2). The sensitivity ξ to the initial
conditions is defined through ξ ≡ lim∆x (0)→ 0 ∆x(t)/∆x(0), where
∆x(0) is the discrepancy of two initial conditions. For a wide
class of one-dimensional systems we have the upper bound ξ =
eqsen

λqsent, where eq
x ≡ [1+(1-q)x]1/(1-q) (e1

x = ex), and λqsen a q-gener-
alised Lyapunov coefficient . The property we referred to is that
the entropy production per unit time Kqsen satisfies Kqsen = λqsen

[8]. This generalises, for q ≠1, a relation totally analogous to the
Pesin identity, which plays an important role in strongly chaot-
ic systems (i.e., qsen = 1). It is clear that Kq is a concept closely
related to the so called Kolmogorov-Sinai entropy. They fre-
quently, but not always, coincide. As we have shown, Sq can, for
either q = 1 or q ≠ 1, be extensive under suitable conditions and
lead to a finite entropy production per unit time. Other impor-
tant properties are satisfied, such as concavity and Lesche-stability
(or experimental robustness) [9]. Moreover, the celebrated
uniqueness theorems of Shannon and of Khinchine have also
been q-generalised [10,11], and the same has been done with
central procedures such as the Darwin-Fowler steepest descent
method [12]. In short, a consistent mathematical structure is in
place suggesting that the Boltzmann-Gibbs theory can be satis-
factorily extended to deal with a variety of complex statistical
mechanical systems. Since the first physical application [13] (to
stellar polytropes), nonextensive statistical mechanics and its
related concepts have made possible applications to very many
natural and artificial systems, from turbulence to high energy
and condensed matter physics, from astrophysics to geophysics,
from economics to biology and computational sciences (e.g.,
signal and image processing). Recently, connections with scale-
invariant networks, quantum information, and a possible
q-generalisation of the central limit theorem [14,15] have been
advanced as well. In some of these problems, when the precise
dynamics is known, the indices q are in principle computable
from first principles. In others, when neither the microscopic
nor the mesoscopic dynamics is accessible, only a phenomeno-
logical approach is possible, and then q is determined through
fitting. An interesting determination of this kind was recently
carried out in the solar wind as observed by Voyager 1 in the dis-
tant heliosphere [16]. Indeed, the q-triplet that had been
conjectured was fully determined for the first time in a physical
system. The overall scenario which emerges is indicated in Fig. 3.
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m Fig. 3: Scenario within which nonextensive statistical
mechanics is located (see [3] for more details) [18].

m Fig. 2: Schematic time-dependence of Sq for various degrees
of fine-graining e.We are disregarding in this scenario the
influence of possible averaging over initial conditions that
might be necessary or convenient.
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There is a plethora of open problems, as can be easily guessed.
Both at the level of the foundations (e.g., the dynamical origin
[17]) and at that of specific applications. The fact that some basic
questions are not yet fully understood even for Boltzmann-Gibbs
statistics does not make the task easy. As an illustration of an
important open problem let us mention long-range-interacting
Hamiltonians. Although many favorable indications are avail-
able in the literature, it is still unknown, strictly speaking, if and
how the present theory is applicable, and what is the value of q
as a function of the range of the forces and of the space dimen-
sion. Solutions of problems such as this one are obviously very
welcome. Let us finally mention that related or even more gen-
eral approaches than the present one are already available in the
literature. Such is the case of the Beck-Cohen superstatistics
and the Kaniadakis statistics, that have already shown interesting
specific applications.
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I n equilibrium statistical mechanics, the inverse temperature β is
a constant system parameter – but many nonequilibrium sys-

tems actually exhibit spatial or temporal temperature fluctuations
on a rather large scale. Think, for example, of the weather: It is
unlikely that the temperature in London, New York, and Firenze is
the same at the same time. There are spatio-temporal temperature
fluctuations on a rather large scale, though locally equilibrium sta-
tistical mechanics with a given fixed temperature is certainly valid.
A traveller who frequently travels between the three cities sees a
‘mixture’ of canonical ensembles corresponding to different local
temperatures. Such type of macroscopic inhomogenities of an
intensive parameter occur not only for the weather but for many
other driven nonequilibrium systems as well. There are often cer-
tain regions where some system parameter has a rather constant
value, which then differs completely from that in another spatial
region. In general the fluctuating parameter need not be the inverse
temperature but can be any relevant system parameter. In turbulent
flows, for example, a very relevant system parameter is the local
energy dissipation rate e, which, according to Kolmogorov’s theo-
ry of 1962 [1], exhibits spatio-temporal fluctuations on all kinds of
scales. Nonequilibrium phenomena with macroscopic inho-
mogenities of an intensive parameter can often be effectively
described by a concept recently introduced as ‘superstatistics’ [2].
This concept is quite general and has been successfully applied to a
variety of systems, such as hydrodynamic turbulence, atmospheric
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m Fig. 1: Time series of a temporal wind velocity difference
u(t) (δ = 60 min) recorded by anemometer A every 5 min for
one week (green line) and the corresponding parameter β(t)
(red line), as well as the corresponding standard deviation
σ(t) (blue dotted line), both for a 1 hour window.



turbulence, pattern formation in Rayleigh-Benard flows, cosmic
ray statistics, solar flares, networks, and models of share price
evolution [3]. For a particular probability distribution of large-
scale fluctuations of the relevant system parameter, namely the
Gamma-distribution, the corresponding superstatistics reduces to
Tsallis statistics [4], thus reproducing the generalized canonical
distributions of nonextensive statistical mechanics by a plausible
physical mechanism based on fluctuations.

In this article we want to illustrate the general concepts of
superstatistics by a recent example: atmospheric turbulence. Rizzo
and Rapisarda [5, 6] analysed the statistical properties of turbu-
lent wind velocity fluctuations at Florence Airport. The data were
recorded by two head anemometers A and B on two poles 10 m
high a distance 900 m apart at a sampling frequency of 5 min-
utes. Components of spatial wind velocity differences at the two
anemometers A and B as well as of temporal wind velocity differ-
ences at A were investigated.

Analysing these data, two well separated time scales can be
distinguished. On the one hand, the temporal velocity difference
u(t) = v(t + δ) - v(t) (as well as the spatial one) fluctuates on the
rather short time scale τ (see Fig. 1). On the other hand, we may
also look at a measure of the average activity of the wind bursts in
a given longer time interval, say 1 hour, where the signal behaves
approximately in a Gaussian way. The variance of the signal u(t)
during that time interval is given by σ2 = <u2> - <u>2, where <…>
means taking the average over the given time interval. We then
define a parameter β(t) by the inverse of this local variance (i.e. β
= 1/σ2). β depends on time t, but in a much slower way than the
original signal. Both signals are displayed in Fig. 1. One clearly
recognizes that the typical time scale T on which β changes is much
larger than the typical time scale τ where the velocity (or velocity
difference) changes.

Dividing the wind flow region between A and B into spatial
cells, so that air flows from one cell to another, one assumes that
each cell is characterized by a different value of the local variance
parameter β, which plays a similar role as the inverse temperature in
Brownian motion and fluctuates on the relatively long spatio-
temporal scale T. As mentioned before, one can then distinguish
two well separated time scales for the wind through the cells: a short
time scale τ which allows velocity differences u to come to local
equilibrium described by local Gaussians ~ exp[-β 1–2 u

2], and a long
time scale T, which characterizes the long time secular fluctuations
of β over many cells. Similar fluctuations of a local variance para-
meter are also observed in financial time series, e.g. for share price
indices, and come under the heading ‘volatility fluctuations’ [7].

A terrestrial example would be a Brownian particle of mass m
moving from cell to cell in an inhomogeneous fluid environment
characterized by an inverse temperature β which varies slowly
from cell to cell. The two time scales are then the short local time
scale τ on which the Brownian particle reaches local equilibrium
and a long global time scale over which β changes significantly. If
the particle moves for a sufficiently long time through the fluid
then it samples, in the cells it passes through, values of β distrib-
uted according to a probability density function f(β), which leads
to a resulting long-term probability distribution p(v) to find the
Brownian particle in the fluid with velocity v given by p(v) ~
∫ e- β–2 mv 2

f(β)dβ. This is like a superposition of two statistics in the
sense that p(v) is given by an integral over local statistics given by
the local equilibrium Boltzmann statistics convoluted with the
statistics f(β) of the β occurring in the Boltzmann statistics. In
other words, it is a ‘statistics of a statistics’ or a superstatistics.

Returning now to the atmospheric experiment, it is this super-
statistics which is employed here to analyse the wind data.
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m Fig. 2: Rescaled probability density of the fluctuating
parameter β, as obtained for the Florence airport data. Also
shown is a Gamma distribution (dashed blue line) and a
lognormal distribution (solid red line) sharing the same
mean and variance as the data.The data are reasonably well
fitted by the lognormal distribution.

m Fig. 3: Probability density of the local variance parameter
β as extracted from a time series of longitudinal velocity
differences measured in a turbulent Taylor-Couette flow at
Reynolds number Re = 540000 [8]. A lognormal distribution
yields a good fit.

m Fig. 4: Probability density p(u) of temporal wind velocity
differences as observed at the airport.
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However, there is a fundamental difference in the interpretation of
the corresponding variables: First of all, the variable v (the veloc-
ity of the Brownian particle) corresponds to the longitudinal
velocity difference in the flow (either spatial or temporal), not the
velocity itself. Secondly, since we are analyzing turbulent velocity
fluctuations and not thermal ones, the parameter β is a local
variance parameter of the macroscopic turbulent fluctuations and
hence it does not have the physical meaning of an inverse tem-
perature as given by the actual temperature at the airport. Rather,
it is much more related to a suitable power of the local energy
dissipation rate e. The fluctuations of the variance parameter β
can be analysed using time windows of different lengths. Rizzo
and Rapisarda carried this out for two time series of interest: for
the temporal fluctuations of the wind velocity component (in the
x-direction) as recorded at the anemometer A and also the spatial
fluctuations as given by the longitudinal wind velocity differences
between the anemometers A and B. The probability distribution
of β as obtained for the temporal case is shown in Fig. 2 for a
time window of 1 hour. For comparison, the dashed (blue) line
shows a Gamma or χ 2-distribution function, which is of the
general form f(β) ~ β c - 1e-β / b, with b and c appropriate constants.
The solid (red) line represents a lognormal distribution function
which is of the general form f(β) ~ (1/βs) exp[-(log(β/µ))2 /(2s 2)],
with µ and s appropriate constants. Apparently, the data are rea-
sonably well fitted by a lognormal distribution (note that a
different conclusion was reached by Rizzo and Rapisarda in [5, 6])
We see that our result for atmospheric turbulence is similar to lab-
oratory turbulence experiments on much smaller space and time
scales, such as a turbulent Taylor-Couette flow as generated by two
rotating cylinders. For Taylor-Couette flow it has been shown [8]
that β is indeed lognormally distributed, see Fig. 3.

In general, for a given nonequilibrium system the probability
density of the parameter β is ultimately determined by the under-
lying spatio-temporal dynamics of the system under consideration.

The Gamma distribution results if β can be represented by a
sum of n independent squared Gaussian random variables X 2

i

(with i = 1; …; n) with mean zero, i.e. β =∑n
i=1 X 2

i > 0. The con-
stants c and b above are related to n.

The lognormal distribution results if β is due to a multiplica-
tive cascade process, i.e. if it can be represented by a product of n
independent positive random variables ξ i , i.e. β = Πn

i=1 ξ i or
log β = ∑n

i=1 log ξ i . Due to the Central Limit Theorem, under
suitable rescaling the latter sum will become Gaussian for large n.
But if log β is Gaussian this means that β is lognormally distributed.

We notice that the difference between the Gamma distribution
and the lognormal distribution is essentially that of an additive
versus a multiplicative definition of β. So far there is no theory of
turbulence, but following Kolmogorov [1], the mechanism of the
turbulent motion of the fluid is critically determined by the trans-
fer mechanism of the energy dissipation between neighboring cells
and between different spatial scales in the flow. A multiplicative
cascade process is expected to lead to a lognormally distributed β.
It seems that the above mentioned transfer mechanism for energy
dissipation is similar for turbulent wind fluctuations and laborato-
ry turbulence, which are performed under very different
conditions. The spatial scale of environmental turbulence as mea-
sured at the airport is much larger than in the laboratory, moreover
the Reynolds number fluctuates for the wind measurements,
whereas in the laboratory experiments it is controlled.

The probability density p(u) of longitudinal wind velocity dif-
ferences u (either temporal or spatial) as measured at the airport
has strong deviations from a Gaussian distribution and it exhibits
prominent (‘fat’) tails (see Fig. 4). In superstatistical models one

can understand these tails simply from a superposition of
Gaussian distributions whose inverse variance β fluctuates on a
rather large spatio-temporal scale. In the long-term run one has
p(u) ~ ∫ ∞

0 f(β)e- 1-2 βu2

dβ, and generically these types of distribu-
tions p(u) exhibit broader tails than a Gaussian.

For the special case that f (β) is a Gamma distribution the
integral can be explicitely evaluated, and one ends up with the
generalized canonical distributions (q-exponentials) of nonexten-
sive statistical mechanics, i.e. p(u) ~ (1+ 

~
β(q-1) 1–2  u

2)- 1—q-1 , where  
~
β

is proportional to the average of β and q is an entropic parameter
[2, 4]. These distributions asymptotically decay with a power law.
For other f(β) (such as the lognormal distributions relevant in our
case), the integral cannot be evaluated explicitly, and more com-
plicated behaviour arises. However, it can be shown that for
sharply peaked distributions f (β) a q-exponential for p(u) is
often a good approximation provided |u| is not too large [2].

Quite generally, the superstatistics approach also gives a plau-
sible physical interpretation to the entropic index q. One may
generally define 

where <β> = ∫ f(β)βdβ and <β 2> = ∫ f(β)β 2dβ denote the average
and second moment of β, respectively. Clearly, if there are no
fluctuations in β at all but β is fixed to a constant value β0, one has

<β 2> = <β>2 = β2
0 , hence in this case one just obtains q = 1 and ordi-

nary statistical mechanics arises. On the other hand, if there are
temperature fluctuations (as in most nonequilibrium situations)
then those are effectively described by q > 1. For the special case
that f (β) is a Gamma-distribution, the q obtained by eq. (1)
coincides with Tsallis’ entropic index q (up to some minor cor-
rection arising from the local β-dependent normalization
constants). But the superstatistics concept is more general in that
it also allows for other distributions f(β), as for example the log-
normal distribution observed in Fig. 2 and 3. General
superstatistics can lead to a variety of distributions p(u) with
prominent (’fat’) tails, i.e. not only power laws but, for example,
also stretched exponentials tails and much more. The atmos-
pheric turbulence data seem roughly consistent with
Kolomogorov’s general ideas of a lognormally distributed fluctu-
ating energy dissipation rate, as are the laboratory turbulence
data. In that connection comparison with long range oceanic
measurements of a similar kind as the atmospheric wind experi-
ments discussed here might be instructive, testing yet larger scales.
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Statistical physics today is arguably in much the same situation
that Euclidean geometry found itself in the early nineteenth

century. Over the last decade, an increasing body of evidence has
indicated that denying a certain postulate of statistical physics –
the extensivity of the entropy – results not in a contradiction, but
rather in an entirely new family of mathematically consistent
variants of the statistical physics developed by Boltzmann and
Gibbs (see Editorial).

The mathematical formulation of these variants begins with a
generalization of the definition of the entropy in terms of the
microscopic state probabilities of the system under study (see Box
1 in the Editorial). A family of such entropies has been posited,
parametrized by a single positive number q, such that the usual
Boltzmann- Gibbs formulation is recovered when q = 1. More
precisely, whereas the Boltzmann-Gibbs entropy is expressed in
terms of the logarithm function, nonextensive variants are
expressed in terms of a q-deformed logarithm (defined in Box 1)
to which application of l’Hôpital’s rule confirms reduction to the
ordinary logarithm as q → 1. Remarkably, many fundamental
results of statistical physics, such as the Maxwell relations and
Onsager reciprocity, are “q-invariant”; that is, they hold for any
statistical physics in the family. Other results, such as the Fluctua-
tion-Dissipation Theorem and the compressible Navier-Stokes
equations for viscous fluid dynamics, must be modified by the
addition of terms that vanish when q = 1.

Entropic Lattice Boltzmann Models 
In the late 1980’s and early 1990’s, it was realized that lattice kinetic
models could be used to great advantage in the construction of
new algorithms for computational fluid dynamics [1]. These are
models wherein particles hop about on a regular spatial lattice in
discrete time steps according to deterministic rules, with velocities
restricted to the lattice vectors, and with collisions conserving
mass and momentum. Unlike particles in a continuum fluid,
whose velocities take on values in R3, the velocity space of a lat-
tice kinetic model consists of a finite set of points. Hydrodynamic
quantities – such as mass density and momentum density – may
be obtained from such a discrete-velocity distribution by a finite
sum, rather than an integral.

It is possible to construct Boltzmann equations for the single-
particle distribution function for lattice fluids. At first, researchers
restricted their attention to Boltzmann equations for microscop-
ic models of discrete-velocity particles, but it was then realized
that lattice Boltzmann equations for discrete-velocity fluids could
be constructed with idealized collision operators that did not
correspond to any underlying particulate model [2]; even a single
relaxation time operator – à la Bhatnagar-Gross-Krook (BGK) –
replacing the full collision operator, could be used for this purpose
[3] giving rise to so-called lattice BGK equation: f j (r + vj ∆t, t +∆t)

- f j (r, t) = τ− 1( f j (r, t) - f equil), where f j is the single-particle distri-
bution function for velocity vj, position r, and time t.

Lattice Boltzmann equations derived from underlying micro-
scopic dynamical models with detailed balance possess a
discrete-space-time analog of Boltzmann’s celebrated H-Theorem,
which establishes that when the system evolves towards equilibri-
um it will reach a state of maximum entropy. That is – in
mathematical terms – it is possible to identify a Lyapunov func-
tion for the dynamics. From the point of view of the lattice
Boltzmann equation as a physical model, this maintains an
important property possessed by the continuum Boltzmann
equation. However lattice BGK models are not based on any
underlying microscopic dynamical model, and one of the prop-
erties lost in the transition from lattice models with a microscopic
basis to lattice models without one was the H-Theorem. The effort
to modify the lattice BGK model so that it has an H-Theorem led
to the proposal of so-called entropic lattice Boltzmann models in
the late 1990’s. These models begin by positing an H function of
trace form, depending on the single-particle distribution
function, and by dynamically adjusting the relaxation time in the
BGK operator to ensure that this H function does not increase.

Researchers then focussed efforts on finding the most general
class of entropic lattice Boltzmann model that would produce
correct macroscopic behavior, i.e. give rise to the Navier-Stokes
equations in the hydrodynamic limit [4]. These analyses restrict
attention to collision operators of BGK form, but with variable
relaxation time. They do not specify the precise form of the H
function; rather, they assume that H is of trace form
H(t) = ∑r∑j h (f j (r, t)), where the outer sum is over the lattice and
the inner sum is over the finite set of velocities, without specifying
the form of the function h. Boltzmann’s H function would corre-
spond to the choice h(f ) = f lnf, but that assumption is not made
here. Of course the form of the equilibrium distribution function
will depend on the choice of h. Remarkably, it is possible to carry
out the entire Chapman-Enskog analysis for the above-described
model without ever specifying h. This results in the Navier-Stokes
equations with an extra factor multiplying the advective term, v · ∇∇
v. This extra factor depends on h and its first two derivatives. The
Galilean invariance of the Navier-Stokes equations depends on
there being no such extra factor multiplying the advective term.
The convective derivative operator is Galilean invariant. The
above-described extra factor breaks that Galilean invariance. The
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m Fig. 1: Concentration fluctuations field in the onset of
fingering between two miscible fluids (flow direction South-
East) showing landscape of q-Gaussian ”hills and wells” (color
code indicating highest positive values (red) to largest
negative values (magenta) of c).These structures identify the
existence of precursors to the fingering phenomenon as they
develop before any fingering pattern can be seen.
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breaking of Galilean invariance is not completely unexpected –
after all, the lattice itself constitutes a preferred Galilean reference
frame, and this problem had been noted in earlier microscopic
particulate lattice models of hydrodynamics. But now, however, it
is straightforward to restore Galilean invariance; we need only
demand that this extra factor be equal to one. Since the extra
factor depends on h and its first two derivatives, this results in a
second-order nonlinear ordinary differential equation for h, whose
solution is h(f ) = f lnq f, where lnq is precisely the q-logarithm func-
tion [5] used in nonextensive statistical physics! 

What this analysis shows is that lattice hydrodynamics provides an
example of a statistical mechanical system from which the q-
deformed functional form arises naturally, and can be demonstrated
from first principles. It should be emphasized that Boltzmann’s H
function is not the entropy! The entropy is a functional of the N-
body distribution function, whereas Boltzmann’s H function is a
functional of the single-particle distribution function. Nevertheless,
it is striking that just as the natural logarithm function appears in
Boltzmann’s entropy (see Box 1) and in Boltzmann’s H function,
the q-deformed logarithm function appears in the nonextensive
entropy, and in the H function for an entropic lattice Boltzmann
model. It is however important to acknowledge that an entropic
lattice Boltzmann model is not a natural physical system, but a
highly idealized model system (that has found importance in
numerical analysis). The analysis described above suggests that either
the fragmentation of space into a regular lattice, or the reduction of
velocity space to a finite set of points, or perhaps both, has resulted
in the natural appearance of the q-deformed logarithm. It may be
that similar fragmentation of phase space, possibly due to loss of
ergodicity – wherein time averages are not equal to phase space aver-
ages – gives rise to the appearance of this same functional form in the
entropy of certain complex systems.

Nonextensive diffusion as nonlinear response 
One of the characteristic features of nonextensive statistical
mechanics is the appearance of non-exponential distribution
functions with power-law tails and there has been considerable
interest in the question of how such non-exponential distributions
might arise from first principle consideration [6]. For the diffusion
processes, power-law distributions follow, in a generic manner, from
a generalization of classical statistical mechanics linear response
theory. Suppose we are interested in the diffusion of a tracer parti-
cle in a fluid. We then consider the probability f (r, t; r0, 0) to find
the diffuser at point r at time t given that it starts at point r0 at time
0. This distribution function – but, instead of probabilities, we could
as well speak of the concentration of a diffusing species (as in the
example below) – as we know from linear response theory, obeys
the advection-diffusion equation.

Now if one makes the key assumption that the current is not
simply described by gradients in the distribution function, but
rather by gradients in the distribution raised to some power, one
can proceed essentially along the same lines of reasoning as in clas-
sical response theory, and obtain a generalized diffusion equation

What makes this equation a generalized diffusion equation is the
power α ≠ 1, and the generalized Einstein relation connecting the
diffusion coefficient D to the underlying microscopic dynamics
and corresponding distribution function.

The generalized equation can be viewed as a classical diffusion
equation with an effective diffusion coefficient Dα = αD f α− 1. Since
it is quite common to introduce concentration-dependent and
density-dependent diffusion coefficient to describe complex sys-
tems, this does not differ radically from classical phenomenology:
what is unusual is that the effective diffusion coefficient vanishes
when the probability (or concentration) vanishes. The generalized
diffusion equation has formally the same structure as the “porous
media equation”, but the diffusion coefficient depends on the
solution of the equation. This leads to the fact that the diffusion
process is classical in the sense that the mean-squared displace-
ment increases linearly with time, but the solutions are not
Gaussian: they have the canonical q-exponential form (see Box 1)
with q + α = 2.

Precursor statistics 
From a pragmatic viewpoint, the lattice Boltzmann equation – in
particular with the lattice BGK formulation (described above) –
can be used to simulate nonequilibrium systems [2]. In contrast
to other computational methods, the lattice Boltzmann method
offers a mesoscopic approach , which is based on a kinetic theo-
retical analysis where the macroscopic description (such as given
e.g. by the set of hydrodynamic equations) is not pre-established.
This approach was used for instance to investigate precursor phe-
nomena in the onset of fingering and the data were analyzed using
the generalized diffusion equation [8].

Fingering is a generic phenomenon that results from the desta-
bilization of the interface between two fluids with different
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m Fig. 2: (a) Upper panel: Concentration fluctuations profile
(solid line) obtained by a section plane cut through the hills
and wells in Fig.1; the dashed line is the q-Gaussian;
(b) Lower panel : Concentration fluctuations distribution
with power law: P(c) ∝ |c|- q with q = 0.73 (solid line).



mobilities (because of their differences in viscosity or density) in
systems such as a shallow layer or a porous medium, when the fluid
with highest mobility is forced through the other fluid. As soon the
system responds non-linearly to the driving force, enhanced inter-
nal fluctuations (such as concentration fluctuations) are produced
characterizing the early stage of the fingering process. If the fluids
are miscible, the mixing zone at the interface between the two flu-
ids grows as the fluid with high mobility displaces the other fluid,
and there is a dynamical transition where the exponent of the
growth of the mixing length of the interfacial zone, Lmix ∝ t µ,
changes from µ = 1/2 (the value typical of a diffusive process) to a
larger value. In the diffusive regime (before any fingering pattern
becomes visible), the flow produces local concentration gradients
which induce mobility fluctuations thereby triggering vorticity
fluctuations. The concentration field in Fig.1 shows that a ”land-
scape” of alternating hills and wells has developed. In each ”blob”,
the concentration field exhibits a two-dimensional q-Gaussian
profile as illustrated in the upper panel of Fig.2 obtained by a sec-
tion plane cut through the extrema in Fig.1. Such q-Gaussians are
precisely solutions to the generalized diffusion equation. Now the
remarkable fact is that the distribution that follows from a q-
exponential profile has a power law behavior. In two dimensions
and for a q-Gaussian – as for the case of the concentration fluctu-
ations c in the fingering pre-transitional regime – the distribution
is simply P(c) ∝ c-q, as illustrated in Fig.2.

The example presented here is representative of a generic class
of driven nonequilibrium systems where q-exponentials and
power law distributions are the signature of long-range interac-
tions and whose dynamical behavior is governed by non-linear
equations, such as the generalized equation described above.

What has been shown is that during the onset of fingering, one
can identify precursors which exhibit statistical features typical of
nonextensive statistics. Then the question arises as to whether there
is a possible physical interpretation of the origin of nonextensivity?
The driving force produces a spatial sequence of alternating struc-
tures, which, if they were independent, would exhibit an ordinary
Gaussian profile originating from local diffusion centers (δ-func-
tions), and would be described by a classical advection-diffusion
formulation. However, when growing, these structures develop into
overlapping Gaussian blobs, and what the analysis shows is that by
renormalizing the overlapping Gaussians, they are recast into a sum
of scale invariant independent q-Gaussians. Similar statistical prop-
erties have been obtained in other nonequilibrium systems which
are discussed in companion articles in the present issue.
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C omplexity refers to the quality that certain systems possess of
being intricate and hardly predictable. Ranging from the

turbulent flows that form our atmosphere to the human languages,
our life has plenty of examples of natural complex behavior.
Statistical Mechanics, the area of physics that deals with the prob-
lem of explaining the macroscopic world from the dynamics of its
components, faces nowadays the challenge of applying the stan-
dard reductionist program to all these fascinating systems.

Even when the mathematical equations for describing its time
evolution may be only a few, a complex system is composed of a
huge number of interacting constituents. These constituents, usu-
ally very simple ones, interact giving rise to the emergence of an
unexpected collective phenomenology, where cause and effect
become subtle and where the long time behaviour is no longer
obvious. For succeeding in the plan of explaining complex behav-
ior from first principles, physicists have been looking for simplified
models, mathematically tractable and able to catch the essence of
complexity.

Suppose you have such a complete knowledge on the micro-
scopic details of certain system that you can write down its
Hamiltonian. Now the natural question that arises is the following
one: which are the mechanical conditions the system must fulfill in
order to guarantee that the statistical mechanics calculations would
predict, with an adequate degree of accuracy, the time averaged
quantities obtained from a laboratory experiment.And when trying
to answer such an apparently simple question, one discovers that
even the simplest systems can give place to very intricate behaviour.

Perhaps the simplest Hamiltonian model of interacting parti-
cles one can image is the so called Hamiltonian Mean Field (HMF)
model. Unlike most of the models we are used to deal with when
modeling complexity, in this case, not only the dynamical vari-
ables but also the interactions among them are extremely simple,
lacking any trait of randomness or frustration. The system con-
sists of a set of N interacting particles or rotators of unitary mass,
each one confined to move around its own unitary circle [1]. Each
particle is then mechanically described by an angle θi and the
corresponding conjugate momentum pi . The dynamics of the sys-
tem is ruled by the following Hamiltonian:

(1)

The first term is the kinetic energy associated with the motion of the
particles, while the second one corresponds to the interaction poten-
tial (the summation running over all different pairs of particles).
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There are a few features of the model that are worth mentioning
here. In the first place, it represents a fully connected system, in
which each particle interacts with all the others, independently of
the distance between them. As it is well known, this unrealistic
approach drastically simplifies the mathematical treatment of the
thermostatistics of many models, keeping track anyway of its qual-
itative thermodynamical behavior, at least at high enough
dimensionality. Second, the interaction is ferromagnetic in nature,
in the sense that the potential energy of a pair of interacting parti-
cles [1-cos(θi-θj)] tends to synchronize their movements. Finally,
this model can be considered a kinetic version of the XY mean field
magnetic model, which is without any doubt one of the most
studied statistical systems. In fact, we can associate with each
particle a two-dimensional local magnetization vector  

→
mi = (cos θi

; sin θi) and correspondingly a global order parameter:

(2)

The thermodynamics of this model can be easily solved in the
canonical ensemble [1], and this calculation predicts the existence
of a continuous phase transition at Tc = 1/2 between a high temper-
ature disordered phase (characterized by  

→
M = 

→
0), where rotators

uniformly distribute over the circle, and a low temperature ordered
phase ( 

→
M ≠

→
0), where rotators tend to synchronize their movements.

Most of the magnetic models in statistical mechanics do not
take into account the kinetic energy. This is mainly because of the
well established fact that in any measure based statistical theory
(microcanonical, canonical or grandcanonical) its contribution to
thermodynamical quantities is straightforward (that of a simple
ideal gas). However, the inclusion of this term in (1) provides a
proper deterministic microscopic dynamics. That is, instead of
putting in by hand an external dynamics that would force the
system to visit phase space according, for instance, to the usual
Boltzmann–Gibbs probability distribution, we can now investigate
the true dynamics by simply integrating Newtonian equations 

(3)

In doing so, one discovers that, despite its apparent simplicity, this
model displays a surprisingly rich variety of complex dynamical
behaviour[2].

Let us assume that the system is in thermodynamical equilibrium
with a thermal bath at temperature T. Then, through the canonical
ensemble calculation, we can obtain the mean energy per particle
U/N = <H/N > by simply assuming, as we learn in any course on
Thermostatistics, that the system visits microscopic configurations
according to the Boltzmann–Gibbs measure. Alternatively, we may
consider a completely isolated system and prepare it initially with a
given energy per particle. If we measure the time average of twice the
mean kinetic energy per particle 2 

−
K /N along a trajectory, then one

would expect this last quantity to coincide with the temperature T
of the original thermal bath (after suitable transients). This ergodic
assumption is the master key of the thermostatistics method applied
to systems in true equilibrium. But unfortunately complexity seems
to occur far away from equilibrium.

There are plenty of physical systems which stay in macroscopic
almost stationary states (then, presumably predictable ones) but
where the canonical recipe fails. For instance, a window glass or a
living cell. Our simple HMF is an excellent prototype for  discussing
these fascinating questions mainly because, as we will describe in
short, the canonical prescription seems to be insuffi- cient to
describe its long time behavior. In particular, the HMF is very sen-
sitive to its initial preparation, specially just below the critical point.

θ
.
i = pi

p
.
i = My cos θi - Mx sin θi , for 1 ≤ i ≤ N

Depending on the initial conditions, the system may become
stacked into non-equilibrium long-standing quasi-stationary tra-
jectories. Along these quasi–stationary solutions, whose lifetimes
diverge in the limit N → ∞, the time average of any thermodynam-
ical quantity does not coincide with the value predicted by the
canonical thermostatistics calculations. The analysis of this complex
phenomenology had been the subject of extensive research, includ-
ing a certain degree of sane controversy [2]. Actually, it presents the
kind of drastic slowing down observed in disordered systems, as it
happens, for instance, in spin glasses after a sudden quenching into
the low temperature phase. Furthermore, the caloric curve (the
relationship between the internal energy of the system and its tem-
perature), obtained by integrating the equations of motion of the
isolated system, strongly disagrees, in the subcritical region, with
that expected in the canonical ensemble. Interestingly, this anom-
alous caloric curve closely resembles the one observed in
multifragmentation of clusters of ions or atomic nuclei, where
regions with negative specific heat appear. Recently we have shown
that this anomalous behavior can be understood in terms of the
topology of the potential energy function: the system can not
attain true equilibrium because it gets trapped into a sequence of
critical points of V/N [3], as also verified in many glassy models.

A very simple way of characterizing the relaxation dynamics of
a complex system is through the analysis of the two-time auto-cor-
relation function C(t , t’), which can exhibit history-dependent
features, usually referred to as aging. For systems that have attained
true thermodynamical equilibrium, memory effects disappear
and only time differences make physical sense. Under these condi-
tions, one expects that C(t , t’) ≡ C(t - t’). However, for systems
exhibiting aging, a much more complex dynamical behavior is
observed. (see for instance [4]). Inspired by the strong analogy
between the quasistationary trajectories already described and the
out of equilibrium states observed in glassy systems, we decided to
analyze the behavior of the two-time auto-correlation function of
the HMF model [5]. The state of the system in phase space is
completely characterized by giving the state vector →x ≡ (

→
θ, →p). Then,

the crude two–time auto-correlation function is

(4)Co(t + tw, tw) = < →x (t + tw) . →x (tw)>,
where <…> stands for average over several realizations of the

europhysics news NOVEMBER/DECEMBER 2005 195

FEATURES

m Fig. 1: Normalized two-time auto-correlation function of
the state variable (

→
θ ; →p ) vs. time, for a value of the total

energy (subcritical) and for initial conditions that guarantee
that the system will get trapped into a quasi stationary
trajectory. Data correspond to averages over 200 of such
trajectories.The waiting times are tw = 8 x 4 n, with n = 0; …; 6.
The dependence of C on both times is evident.



dynamics. Afterwards, the auto-correlation function is suitable
centered and normalized to remain within the interval [-1, 1].

As we have previously mentioned, because we are dealing with
a well defined Hamiltonian system, it is possible to analyze its
proper microscopic dynamics. But macroscopic systems always
involve such a huge number of interacting particles that the
analytical integration of the equations of motion of all the con-
stituents is out of possibility. Then we must be able to integrate
their equations of motion with the help of computers (that is
what we normally call a numerical simulation). Fortunately, for
the system we are interested in, the numerical integration of the
coupled equations of motion is a very simple task, which can be
carried out even on a modern personal computer, due to its
mean-field character. In the cases presented here, the system was
always prepared in a “water bag” initial condition, that is, all the
angles were set to zero while the momenta were randomly  chosen
from a uniform distribution with zero mean and such that the
system has total energy U. Since for these initial configurations,
the total energy is purely kinetic, we emulated the most drastic
cooling down compatible with the chosen fixed energy.

In Fig. 1 we plot the normalized two-time autocorrelation
function C(t + tw , tw) , for U/N = 0.69, N = 1000 and different
waiting times (increasing from bottom to top). The value of the
specific energy, together with the water bag initial condition, guar-
antees that, typically, the system will get trapped into a
quasi-stationary trajectory as desired. In particular, for the values
of U and N chosen, the discrepancy between canonical predic-
tion and microcanonical simulations is the most pronounced one.
We clearly note history dependence: for a given fixed tw , the
system remains in a quasi–equilibrium regime with temporal
translational invariance up to a time of order tw. Thereafter, the
auto-correlation function presents a slow algebraic decay and a
strong dependence on both times. Furthermore, the longer the
waiting time tw, the slower the decay of the correlation.

It is a well established fact that, despite its verified ubiquity in
nature, a careful analysis of the aging phenomenology can give valu-
able information about the microscopic mechanisms involved in
the slowing down of the dynamics. In particular, since a general
microscopic theory for aging is still lacking, scaling properties can
offer a qualitative description of the microscopic phenomenology.

Fortunately, a large body of evidence suggests the existence of only
a few dynamical universality classes associated with the out-of-
equilibrium relaxation of a model, as occurs, for instance, in coars-
ening dynamics or critical phenomena, from which one can extract,
by analogy, valuable conclusions. Following these ideas we have
looked for the functional dependence of C(t + tw, tw) on both times,
tw and t, by trying different data collapses. In Fig. 2 we present the
best data collapse obtained for the results of the three largest wait-
ing times displayed in Fig. 1. The resulting scaling law shows that:

(5)C(t + tw, tw) = f (t/tw
β)  

for the whole range of values of t/tw considered. Note that, for
t << tw it holds that f (t/tw

β) ~ (t/tw
β)-λ. Surprisingly, this kind of

scaling behavior is not usual in ordered systems, like the one here
studied. Instead, this is the same kind of scaling observed in real
spin glasses, which are characterized by the existence of high
degrees of randomness and frustration [4]. The solid line corre-
sponds to the best fit of the data with the q-exponential function.
This function naturally arises within the generalized thermosta-
tistics introduced by Tsallis [6]. One sees that q = 1 + 1/λ,
yielding q ≈ 2.35. Notice that the q-exponential allows to fit the
whole simulated time span, concluding that:

(6)C(t + tw, tw) ∝ expq (-t/tw
β) 

This affirmation is corroborated by the plot in the inset of Fig. 2,
where the same data of the main figure are represented as lnq[C(t
+ tw, tw)] vs. t/tw

β , yielding an almost perfect linear behavior. It is
worth mentioning that similar fittings were obtained for other sys-
tem sizes. Later on, these simulations were remade by Pluchino,
Rapisarda and Latora [7] who verified that the sub-aging regime
observed (β < 1) is mainly due to the contribution of the momen-
ta. Instead, the contribution of the angles to the correlation
function displays the so called simple aging regime C(t, t’) ~ t/tw,
which can be easily understood in terms of the angular coordinates.

Finally, in Fig. 3, we present a further connection between
dynamical anomalies and generalized Tsallis thermostatistics. This
plot, obtained from [8], presents the probability distribution
function (PDF) of the angular position, for a system of N = 1000
rotators, initially prepared in the same initial conditions used for
analyzing aging, and at different times. It has been reported, some
years ago, that, in the quasi-stationary regime, the angles evolve
super-diffusively [9] (see also inset of Fig. 3, where the squared
deviation is plotted as a function of time). Additional information
is obtained looking not only at the squared deviation but at the
whole distribution of angles. Curiously, after the meta-equilibrium
regime settles, the PDFs can be well described by q-Gaussian
shapes. The value of parameter q increases with time reaching a
steady value q ≈ 1.5[8]. The ultimate relationship between this
value of q and that obtained previously from the aging curves
remains an open question that deserves further analysis [10].

In conclusion, we have discussed two relaxational features
(aging and spreading of angles) of the HMF, a paradigm of long-
range couplings. Along the quasistationary solutions, both
features present traits of generalized exponential behavior. These
traits may be a reflection of the complex structure of the phase
space regions where quasi-stationary states live. If that were the
case, then we would expect that the new generalized thermostatis-
tics introduced by C. Tsallis in 1988 [6], inspired in multifractal
geometries, could offer a novel measure-based theory for predict-
ing the mean values of a physical system when confined in
quasi–stationary long living states. Despite the proper complexity
of this enterprise, the manageability of the HMF model invites
further and deeper investigations along these lines.
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m Fig. 2: Auto-correlation function vs. scaled time.The data
are the same shown in Fig. 1 for the three largest tw, but
suitably scaling the time coordinate makes the data collapse
into a single curve.The gray solid line corresponds to a q-
exponential fitting. Inset: lnq-linear representation of the
same data, with q ≈ 2.35. Linearity indicates q-exponential
behavior.
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During the last few decades of the 20th century the scientific
community has recognized that in many situations (and

against everyday intuition) noise or fluctuations can trigger new
phenomena or new forms of order, like in noise induced phase
transitions, noise induced transport [1], stochastic resonance [2],
noise sustained patterns, to name just a few examples. However, in
almost all the studies of such noise induced phenomena it was
assumed that the noise source had a Gaussian distribution, either
white (memoryless) or colored (that is, with “memory”). This was
mainly due to the difficulties in handling non Gaussian noises and
to the possibility of obtaining some analytical results when working
with Gaussian noises. In addition to the intrinsic interest in the
study of non Gaussian noises, there has been some experimental
evidence, particularly in sensory and biological systems, indicating
that at least in some cases the noise source could be non Gaussian.

This article is a brief review on recent studies about some of
those noise induced phenomena when submitted to a colored (or
time correlated) and non Gaussian noise source. The source of
noise used in those works was one generated by a q-distribution
arising within a nonextensive statistical physics framework [3]. In
all the systems and phenomena analyzed, it was found that the
system’s response was strongly affected by a departure of the noise
source from the Gaussian behavior, showing a shift of transition
lines, an enhancement and/or marked broadening of the systems
response. That is, in most of the cases, the value of the parameter
q optimizing the system’s response resulted q ≠ 1 (with q = 1
corresponding to a Gaussian distribution). Clearly, this result
would be highly relevant for many technological applications, as
well as for some situations of biological interest.

Non gaussian noise
In order to introduce the form of the non Gaussian noise to be
used, we start considering the following form of a Langevin or
stochastic differential equation (that is, a differential equation
with random coefficients), with additive noise 

(1)x
.
= f (x, t) + η(t),

where η(t) is the stochastic or noise source. Usually, it is assumed that
such noise source corresponds to a Gaussian distributed variable,
having a correlation C(t - t’) = <η(t)η(t’)>. If the noise is “white” (a
particular form of Markovian or memoryless process), we have
C(t - t’) ~ δ(t - t’), while for a typical Ornstein-Uhlenbeck process,
we have C(t - t’) ~ exp[-(t - t’)/τ], with τ the “correlation time”.

However, motivated by previous work based on a nonexten-
sive thermostatistics distribution [3], it was assumed that the
noise η(t) was a non Gaussian and non Markovian process (that
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m Fig. 3: Histogram of normalized angles at different times
of the HMF dynamics. Parameters and initial conditions are
the same used in previous figures. Notice that at long times,
the histogram is of the q-Gaussian form. Inset: squared
deviation as a function of time. It follows the law σ 2 ~ t γ, with
γ > 1, signaling superdiffusion.



is with “memory”). It was shown that such non Gaussian and non
Markovian noise could be generated through the following
Langevin equation

(2)η. = - 
1
–τ

d
—
dη Vq(η) + 

1
–τ ξ(t);

where ξ(t) is a standard Gaussian white noise of zero mean and
correlation <ξ(t)ξ(t ’)> = Dδ(t-t ’), while the potential 

Vq(η) =     
D

—τ (q-1)
ln[1 + 

τ
–
D

(q-1) 
η2

—
2

].

As this article is not the appropriate place to refer to all the
properties of the process η, we make reference to [4] for details.
However, it is instructive to show the stationary probability distri-
bution function, which is given by 

(3)Pst
q (η) =  

1
—
Zq

expq [ -  
τ
—
D

η 2

—
2 ]

where expq(x) was defined in Box 1 (see the introduction by
C.Tsallis and J.P.Boon in this same issue), Zq being the normal-
ization constant. This distribution can be normalized only for q
< 3, its first moment is <η> = 0, while the second moment,

<η2> = ∫η2 Pst
q (η)dη =     

2D
—τ(5-3q)

≡ Dq,

is finite only for q < 5/3. Also, τq, the correlation time of the
process η, diverges near q = 5/3 and can be approximated over
the whole range of values of q by τq ≈ 2τ /(5 - 3q). When q → 1 the
limit of η being a Gaussian, Ornstein-Uhlenbeck colored noise, is
recovered, with noise intensity D and correlation time τ .
Furthermore, for q < 1, the probability distribution function has a

cut-off and it is only defined for |η| <√
—

2D—τ(1-q)
. In order to visu-

alize the form of the probability distribution as function of η, in
Fig. 1 it is shown for different values of q.

The process η was analyzed in [4], and an effective Markovian
approximation was obtained via a path integral procedure. Such
an approximation allows different (quasi) analytical results to be
obtained. Those results and their dependence on the different
parameters in the case of a double well potential, were compared
with extensive numerical simulations with excellent agreement.

We will now briefly review some of the results obtained when
studying a few of the noise induced phenomena indicate above.

Stochastic resonance
The phenomenon of stochastic resonance shows the counterintu-
itive role played by noise in nonlinear systems as it enhances the
response of a system subject to a weak external signal [2]. It was first
introduced by Benzi and coworkers to explain the periodicity of
Earth’s ice ages (see [2] and references therein). The study of
stochastic resonance has attracted considerable interest due to its
potential technological applications for optimizing the response in
nonlinear dynamical systems, as well as to its connection with some
biological mechanisms. A large number of the studies on stochas-
tic resonance have been done analyzing a paradigmatic bistable
one-dimensional double-well potential. In almost all descriptions
the transition rates between the two wells were estimated as the
inverse of the Kramers’ time (or the typical mean passage time
between the wells), which was evaluated using standard techniques.
In almost all cases, noises were assumed to be Gaussian.

Consider the problem described by Eqs. (1) and (2), where

, the external signal is 

S(t) ~ A cos(ωt) and U0(x) is a double well potential. This prob-
lem corresponds (for A = 0) to the case of diffusion inside the
potential U0(x), induced by the colored non Gaussian noise η.
We will not describe here the details of the effective Markovian
Fokker-Planck equation (see [4, 5]); but it is worth indicating that
such an approximation allowed us to obtain the probability
distribution function of the process η, and to derive expressions
for the Kramers time. Another useful approximation, the so-called
two-state approach [2], was also exploited in order to obtain ana-
lytical expressions for the power spectral density and the
signal-to-noise ratio.

Figure 2 shows some of the main results. In the upper part is
depicted the theoretical results: on the left hand part for R – the
signal-to-noise ratio – versus D, for a fixed value of the time
correlation τ and various q. It is apparent that the general trend is
that the maximum of the signal-to-noise curve increases when the
system departs from the Gaussian behavior (q < 1). The right
hand part again shows R vs D, but for a fixed value of q and
several values of τ . The general trend agrees with previous results
for colored Gaussian noises [2]: an increase of the correlation time
induces the maximum of the signal-to-noise ratio decrease as well
to shift towards larger values of the noise’s intensity. The latter fact
is a consequence of the suppression of the switching rate for
increasing τ . Both qualitative trends were confirmed by Monte
Carlo simulations of Eqs. (1) and (2). The lower part of Fig. 2
show the simulation results. The left hand side corresponds to
the same situation and parameters indicated in the upper left part.
In addition to the increase of the maximum of the signal-to-
noise ratio curve for values of q < 1, it is also seen to be an aspect
that is not well reproduced or predicted by the effective Markov-
ian approximation: the maximum of the signal-to-noise ratio
curve flattens for lower values of q, indicating that the system,
when departing from the Gaussian behavior, does not require a
fine tuning of the noise intensity in order to maximize its response
to a weak external signal. On the right hand side, simulation
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m Fig. 1: The stationary probability distribution function for
the non Gaussian distribution given by Eq. (3), for the value
τ/D = 1.The solid line indicates the Gaussian case (q = 1); the
dashed line corresponds to a bounded distribution (q = 0.5);
while the dashed-dotted line corresponds to a wide
distribution (q = 2).
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results for the same situation and parameters indicated in the
upper right part are also shown.

The numerical and theoretical results can be summarized as
follows: (a) for a fixed value of τ , the maximum value of the
signal-to-noise ratio increases with decreasing q; (b) for a given
value of q, the optimal noise intensity (that one maximizing the
signal-to-noise ratio) decreases with q and its value is approxi-
mately independent of τ ; (c) for a fixed value of the noise
intensity, the optimal value of q is independent of τ and in gener-
al it turns out that qop ≠ 1.

Using a simple experimental setup, in [6] the stochastic reso-
nance phenomenon was analyzed but using a non Gaussian
noise source built up to exploit the form of noise introduced
above, for the particular case of non Gaussian white noise. Those
results confirmed most of the predictions indicated above.

Brownian motors
Brownian motors or “ratchets” – where the breaking of spatial
and/or temporal symmetry, induces directional transport in
systems out of equilibrium – is another noise induced phenome-
non that attracts the attention of an increasing number of
researchers due to both its potential technological applications
and its biological interest [1]. The transport properties of a typi-
cal Brownian motor are usually studied analyzing the following
general stochastic differential or Langevin equation 

(4)m
d 2x
—
dt 2

= -γ dx
—
dt

-V ’(x) - F + ξ(t) + η(t),

where m is the mass of the particle, γ the friction constant, V(x)
the (sawtooth-like) ratchet potential, F is a constant “load” force,
and ξ(t) the thermal noise satisfying <ξ(t)ξ(t’)> = 2γTδ(t - t’). Final-
ly, η(t) is the time correlated forcing (with zero mean) that keeps
the system out of thermal equilibrium allowing the motion to be
rectified. For this type of ratchet model several different kinds of
time correlated forcing have been considered in the literature [1].

The effect of the class of the non Gaussian noise introduced
before on the transport properties of a typical Brownian motor,
was analyzed in [7], with the dynamics of η(t) described by the
Langevin equation (2). As discussed before, for 1 < q < 3, the prob-
ability distribution decays as a power law, that is slower than a
Gaussian. Hence, keeping D (the noise intensity) constant, the width
or dispersion of the distribution increases with q, meaning that, the
higher q, the stronger the “kicks” that the particle will receive when
compared with the Gaussian Ornstein-Uhlenbeck process.

By setting m = 0 and γ = 1, the overdamped regime was initial-
ly analyzed. The main objective of the studies was to analyze the

dependence of the mean current ( J = <dx—
dt >) and the efficiency (ε)

on the different parameters, in particular, their dependence on q.
For the efficiency, defined as the ratio of the work (per unit time)
done by the particle “against” the load force F to the mean power
injected into the system through the external forcing η, a closed
expression using an adiabatic approximation was obtained [7].

Figure 3, on the left hand side, shows typical analytical results -
obtained through the adiabatic Approximation - for J and ε as
functions of q, together with results of numerical simulations.
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m Fig. 2: Signal-to-noise ratio (R) vs the noise intensity (D) for the double-well potential U0(x) =  x
4

—
4

– x 2

—
2

.Theoretical results are

shown in the upper part: on the left hand side for a correlation time τ = 0.1 and different values of the parameter q (that indicates  
a departure from the Gaussian –q = 1– behavior): (from top to bottom) q = 0.25, 0.75, 1.0, 1.25, while on the right hand side for
q = 0.75 and different values of the correlation time: (from top to bottom) τ = 0.25, 0.75, 1.5. Lower part, Monte Carlo simulation
results: left side for τ = 0.1 and (from top to bottom) q = 0.25, 0.75, 1.0, 1.25; while on the right side for q = 0.75 and (from top to
bottom) τ = 0.25, 0.75, 1.5.



A region of parameters similar to the ones used in previous
studies was chosen, but considering a non-zero load force, leading
to a non-vanishing efficiency. As can be seen, although there is not
quantitative agreement between theory and simulations, the used
adiabatic approximation predicts qualitatively very well the
behaviour of J (and ε) as q is varied. As shown in the figure, the
current grows monotonously with q (at least for q < 5/3) while
there is an optimal value of q (> 1) giving the maximum efficien-
cy. This fact could be interpreted as follows: when q is increased,
the width of the Pq(η) distribution grows and high values of the
non Gaussian noise become more frequent, leading to an
improvement of J. Although the mean value of J increases monot-
onously with q, the width of Pq(η) also grows, leading to an
enhancement of the fluctuations around this mean value. This is
the origin of the efficiency’s decay occurring for high values of q:
in this region, in spite of having a large (positive) mean value of
the current for a given realization of the process, the transport of
the particle towards the desired direction is far from being
assured. Hence, the results indicated clearly show that the trans-
port mechanism becomes more efficient when the stochastic
forcing has a non Gaussian distribution with q > 1.

Regarding the situation when inertia effects are relevant (that is
m ≠ 0), taking into account the results discussed above it is rea-
sonable to expect that non Gaussian noises might improve the
capability of mass separation in ratchets. Previous work has
analyzed ratchets with an Ornstein-Uhlenbeck noise as external
forcing (it is worth emphasising that it corresponds to q = 1 in the
present case), and has studied the dynamics for different values of
the correlation time of the forcing, finding that there was a region
of parameters where mass separation occurs. This means that the
direction of the current is found to be mass–dependent: the
“heavy” species moves in one direction while the “light” one does
so in the opposite sense. We have analyzed the same system, but
considering the case of non Gaussian forcing, and focusing on the
region of parameters where (for q = 1) separation of masses was
found. The main result was that the separation of masses indeed

occurs, that happens in the absence of a load force, and that it is
enhanced when a non–Gaussian noise with q > 1 is considered. On
the right hand side of Fig. 3, part (a) the current J as function of q
for m1 = 0.5 and m2 = 1.5 is shown. It is apparent that there is an
optimum value of q that maximizes the difference of currents. This
value, which is close to q = 1.25, is indicated with a vertical double
arrow. Another double arrow indicates the separation of masses
occurring for q = 1 (Gaussian Ornstein-Uhlenbeck forcing). It
was observed that, when the value of the load force is varied, the
difference between the curves remain approximately constant but
both are shifted together to positive or negative values (depending
on the sign of the variation of the loading). By controlling this
parameter it is possible to achieve the situation shown in part (b),
where, for the value of q at which the difference of currents is
maximal, the heavy “species” remains static on average (has J = 0),
while the light one has J > 0. In part (c) for the optimal q, the two
species move in opposite directions with equal absolute velocity.

Resonant gated trapping 
As indicated before, stochastic resonance has been found to play a
relevant role in several biology problems. In particular, there are
experiments on the measurement of the current through voltage-
sensitive ion channels in cell membranes. These channels switch
(randomly) between open and closed states, thus controlling the
ion current. This and other related phenomena have stimulated
several theoretical studies of the problem of ionic transport
through biological cell membranes, using different approaches, as
well as different ways of characterizing stochastic resonance in such
systems. A toy model, sketching the behavior of an ion channel, was
studied in [8]. Among other factors, the ion transport depends on
the membrane electric potential (which plays the role of the barri-
er height) and can be stimulated by both dc and ac external fields.
This included the simultaneous action of a deterministic and a
stochastic external field on the trapping rate of a gated imperfect
trap. The main result was that even such a simple (toy) model of a
gated trapping process shows a stochastic resonance-like behavior.
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m Fig. 3: Left hand side: Current (a) and efficiency (b) for the Brownian motor described by Eq. (4), subject to the non Gaussian noise,
both as functions of q.The solid line corresponds to an adiabatic approximation while the line with squares shows results from
simulations. All calculations are for m = 0, γ = 1, T = 0.5, F = 0.1, D = 1 and τ = 100/(2π). On the right hand side: Separation of masses,
results from Monte Carlo simulations for the current as a function of q for particles of masses m = 0.5 (hollow circles) and m = 1.5
(solid squares). Calculations are for three different values of the load force: F = 0.025 (a), F = 0.02 (b) and F = 0.03 (c).The values of the
parameters were fixed at γ = 2, T = 0.1, τ = 0.75, and D = 0.1875.
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The study was based on the so called stochastic model for reac-
tions, generalized in order to include the internal trap’s dynamics.
The dynamical process consists in the opening or closing of the
traps according to an external field that has two contributions, one
periodic with a small amplitude, and another stochastic whose
intensity is (as usual) the tuning parameter. The absorption
contribution is modeled as ~ -γ(t)δ(x)ρ(x, t); with ρ the density
of the not yet trapped particles, and γ(t) = γ∗θ[B sin(ωt) + η - ηc],
where θ(x) – the Heaviside function – determines when the trap
is open or closed: if the signal is B sin(ωt) + η ≥ ηc the trap
opens, otherwise it is closed. The interesting case is when ηc > B,
that is: without noise the trap is always closed. When the trap is
open the particles are trapped with a probability per unit time γ∗

(i.e. the open trap is “imperfect”). Finally, the colored non Gauss-
ian noise given by Eq. (2) was used for η.

The stochastic resonance-like phenomenon was quantified by
computing the amplitude of the oscillating part of the absorption
current, indicated by ∆J(t). The resulting qualitative behavior was
as follows: for small noise intensities the trapping current was low
(as ηc > B), hence ∆J was small too, while for a large noise intensi-
ty the deterministic (harmonic) part of the signal became
irrelevant and ∆J was again small. Hence, there was a maximum at
some intermediate value of the noise. When compared against the
white noise case, an increase in the system response was apparent
together with a reduction in the need for tuning the noise, simi-
larly to what was found for the “normal” stochastic resonance: the
bounded character of the probability distribution function for
q < 1 contributed positively to the rate of overcoming the thresh-
old ηc and such a rate remained of the same order within a larger
range of values than for the case of η being a white noise [5].

The dependence of the maximum of ∆J(t) on the parameter q
was also analyzed, and the existence of another resonant-like
maximum as a function of q was observed, implying that it is pos-
sible to find a region of values of q where the maximum of ∆J
reaches optimal values (corresponding to a non Gaussian and
bounded probability distribution function), yielding the largest
system response. That is, a double stochastic resonance effect exists
as a function of both: the noise intensity and q.

Noise induced transition
A system, called the genetic model, that when submitted to a
Gaussian white noise shows a noise induced transition, was also
studied. In previous related works it was shown that, when the
noise is an Ornstein-Uhlenbeck one, a re-entrance effect arose
(from a disordered state to an ordered one, and finally again to a
disordered state) as the noise correlation time τ was varied from
0 to ∞. The same system was studied in [9], but when it was
submitted to the non Gaussian noise indicated above. The main
result showed the persistence of the indicated re-entrance effect,
together with a strong shift in the transition line, as q departed
from q = 1. The transition was anticipated for q > 1, while it was
retarded for q < 1. A conjecture about a possible re-entrance effect
with q was shown to be false.

Final comments
The previously indicated results clearly show that the use of non
Gaussian noises in many noise induced phenomena could pro-
duce significant changes in the system’s response when compared
to the Gaussian case. Moreover, in all cases, it was found that the
system’s response is enhanced or altered in a relevant way, and this
occurs for values of q indicating a departure from Gaussian
behavior, that is: the optimum response happens for q ≠ 1: Clearly,
the study of the variation in the response of other related noise

induced phenomena when subject to such a kind of non Gaussian
noise will be of great interest.

An extremely relevant point is related to some recent work [10]
where the algebra and calculus associated with the nonextensive
statistical mechanics has been studied. It is expected that the use
of such a formalism could help to directly study Eq. (1), without
the need to resort to Eq. (2), and also to build up a nonextensive
path integral framework for this kind of stochastic process.

To conclude, it is worth commenting on a relevant question:
how could it be possible to obtain such a form of noise from, it
may be said, first principles? It is well known that in dynamical sys-
tems with several degrees of freedom evolving with two well
separated time scales, Gaussian noises (white or colored) could be
obtained through an adequate adiabatic elimination of the fast
variables, and assuming some (δ or exponential) correlation
properties. It can be conjectured that the form of noise used above
could result from the existence of a whole hierarchy of time scales
and, associated with it, to an adequate hierarchical adiabatic elim-
ination of the faster variables. However, the proof or rejection of
this conjecture requires some specific work.
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W hen studying phase transitions and critical phenomena one
usually adopts the canonical ensemble and exploits numeri-

cal Monte Carlo methods to predict the equilibrium behaviour.
However it is also very interesting to follow the microcanonical
ensemble and use molecular dynamics to investigate how the sys-
tem reaches equilibrium. This is particularly true for finite systems
and long-range interaction models since, in this case, extensivity
and ergodicity are not assured and deviations from standard ther-
modynamics are usually found. On the other hand recently many
data are available for phase transitions in finite systems, as for exam-
ple in the case of nuclear multifragmentation or atomic clusters,
and there is also much interest in studying plasma and self-gravi-
tating systems [1]. Moreover the generalized thermodynamics
introduced by Constantino Tsallis [2] to explain the complex
dynamics of nonextensive and non-ergodic systems provides fur-
ther stimuli and a challenging test in the same direction. In this
context an apparently simple but instructive model of fully-coupled
rotators, the so-called Hamiltonian Mean Field (HMF) model, has
been intensively studied in the last decade [3-10] together with a
generalized version with variable interaction range [11]. Such
Hamiltonians have revealed a very complex out-of-equilibrium
dynamics which can be considered paradigmatic for nonextensive
systems [4,12]. We will illustrate in this short paper the interesting
anomalous pre-equilibrium dynamics of the HMF model, focus-
ing on the novel connections to the generalized nonextensive
thermostatistics [5] and the recent links to glassy systems [10].

The HMF model: a paradigmatic example for long-
range N-body classical systems
The HMF model has an Hamiltonian H = K+V,with the kinetic energy

and the potential one .

In the latter is the orientation angle of the i-th spin 
→
si =(sin ,

cos ) and pi is the corresponding conjugate coordinate, i.e. the
angular momentum or the velocity, since the N spins have unitary
mass. All the spins (rotators) interact with each other and in this
sense the system is a mean field model. The average kinetic term
—
K provides information on the temperature of the system, which
can be calculated by the relation T=2 

—
K/N. On the other hand, the

potential part V is divided by the total number of spins  in order
to consider the thermodynamic limit. At equilibrium this Hamil-
tonian has a second order phase transition: increasing the energy
density U=H/N beyond a critical point UC=0.75, characterized
by a critical temperature TC=0.5, the system then passes from a
ferromagnetic (condensed) phase to a disordered (homogeneous)
one [3]. In correspondence, the order parameter given

by the modulus of the total magnetization, i.e. , goes

from 1 to zero. Using standard procedures one can easily obtain
the canonical equilibrium caloric curve, given by the relation
U = T/2 + (1– M2)/2 . On the other hand, by numerically inte-
grating at fixed energy the equations of motion derived from the
Hamiltonian, and starting the system close to equilibrium, the
simulations reproduce well the theoretical prediction [3].

However, the situation is quite different when the system is
started with strong out-of-equilibrium initial conditions, as for
example giving to the system all the available energy as kinetic
one. One way to do this is by considering all the angles = 0, thus
obtaining an initial magnetization M0=1 and V=0, and distribut-
ing all the velocities in an uniform interval compatible with the
chosen energy density –water bag distribution. Adopting such ini-
tial conditions, for an energy density interval below the critical
point, i.e. 0.5 ≤ U ≤ Uc , the microcanonical dynamics does have
difficulties in reaching Boltzmann-Gibbs equilibrium: in fact, after
a sudden relaxation from an high temperature state, the system
remains trapped in metastable long-living Quasi-Stationary States
(QSS) whose lifetime diverges with the system size N [4]. Along
these metastable states, the so- called ‘QSS regime’, the system is
characterized by a temperature lower then the equilibrium one,
until, for finite sizes, it finally relaxes towards the canonical pre-
diction Teq. But, if the infinite size limit is taken before the
infinite time limit, the system never relaxes to Boltzmann-Gibbs
equilibrium and remains trapped forever in the QSS plateau at the
limiting temperature TQSS.
The QSS regime is characterized by many dynamical anomalies,
such as superdiffusion and Lévy walks, negative specific heat,
non-Gaussian velocity distributions, vanishing Lyapunov expo-
nents, hierarchical fractal-like structures in Boltzmann µ-space,
slow-decaying correlations, aging and glassy features [3-11].
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m Fig. 1: Time evolution of  the HMF temperature   for the
energy density U = 0.69, N = 1000 and several initial
conditions with different magnetization. After a very quick
cooling, the system remains trapped  into metastable long-
living Quasi-Stationary States (QSS) at a temperature smaller
than the equilibrium one.Then, after a lifetime that diverges
with the size, the noise induced by the finite number of spins
drives the system towards a complete relaxation to the
equilibrium value. Although from a macroscopic point of
view  the various metastable states seem similar, they
actually  have different  microscopic features and
correlations which depend in a sensitive way on the initial
magnetization.
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These anomalies strongly depend on the initial magnetization
M0. In Fig.1 we show the QSS temperature plateaux for U=0.69 (a
value for which the anomalies are more evident), N=1000 and for
different out-of-equilibrium initial conditions with 0 ≤ M0 ≤ 1.
The latter are realized by spreading the initial angles over wider
and wider portions of the unit circle and using an uniform dis-
tribution for the momenta. The system starts from an initial tem-
perature value that rapidly decreases according to the initial mag-
netization M0 , until it reaches the metastable QSS. Only for
M0=0, the system already starts from the limiting plateau corre-
sponding, according to the caloric curve, to a temperature
TQSS=0.38. In all cases, after a long lifetime, the system relaxes to
the equilibrium temperature reported as dashed line. Although
the macroscopic metastable states are present for all the initial
conditions, from a microscopic point of view the system behaves
in a very different way. This is nicely illustrated in Fig.2 where
we report, for the energy density U=0.69 and N=10000, the ini-
tial time evolution of the µ−space for four different magnetiza-
tions. This figure illustrates how structures emerge and persist in
the QSS region, but also their dependence on the initial condi-
tions. Fractal-like structures characterize the µ−space for M0=1
[4]. On the other hand, these features seem to persist, although
smoothed, by decreasing M0 until, for M0=0, the microscopic
configuration of the system remains always homogeneous. For
this reason the latter seems to be the only case where an inter-
pretation of metastability in terms of Vlasov equation [7] could
likely be applicable. At variance, Tsallis statistics appears to be the
best candidate for all the other cases.

Connections to Tsallis thermostatistics  
In order to explore the characteristic microscopic dynamics orig-
inated by the different initial conditions and its connection with
Tsallis thermostatistics, one can focus on the velocity autocorre-

lation function [5]. The latter is plotted

in Fig.3(a) for U=0.69, N=1000 and several initial magnetiza-
tions M0. The initial fast relaxation illustrated in Fig.1 has been
truncated to focus only on the properties of the metastable states
and an ensemble average over 500 different realizations was per-
formed. One can see immediately that for M0 ≥ 0.4 the correla-
tion functions are very similar, while the decay is faster for
M0=0.2 and even more for M0=0 [5,10]. These relaxation decays
are extremely well fitted by Tsallis’ q-exponential functions de-

fined as , where z = – t/τ, τ being a

characteristic time which indicates the bending of the curve,
while q is the entropic index [2]. Actually, nonextensive thermo-
statistics introduced by Tsallis has been shown to be particularly
adequate to generalize the usual Boltzmann-Gibbs (BG) formal-
ism in describing the out-of-equilibrium dynamics of systems
that live in fractal regions of phase space [4]. In this new context,
the entropic index q is able to quantify the degree of nonexten-
sivity and non-ergodicity of the dynamics. For q=1 the standard
BG statistics is recovered. In Fig.3(a), by means of q-exponential
fits, we illustrate how one can characterize in a quantitative way
the dynamical correlations induced by the different initial con-
ditions: in fact we get a value of q = 1.5 for M0 ≥ 0.4, while
q = 1.2 and q = 1.1 for M0 = 0.2 and for M0 = 0 respectively. Thus
for M0 ≥ 0.4 correlations exhibit a long range nature and a slow
long tailed decay. On the other hand they diminish progressive-
ly for initial magnetizations smaller than M0 = 0.4, to become
almost exponential for M0 = 0. Such a result clearly indicates a
different microscopic nature of the QSS in the M0 = 0 case, which
is  probably linked to the fact that the latter is a stationary
solution of the Vlasov equation [7]. On the other hand, Tsallis’
generalized formalism is able to characterize the dynamical
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b Fig. 2: Initial time
evolution of the HMF
model µ-space  at four
times (t = 0,25,50,500)
and for  different initial
magnetizations. The
energy density is U =
0.69 and the number
of spins is N = 10000.
The initial fast particles
are plotted in red to
illustrate the mixing
properties of the
dynamics in the
various cases. Fractal-
like structures are
formed and  persist in
the QSS regime for M0

> 0. On the other hand,
when the initial
magnetization is M0 =
0 the system remains
in a  homogeneous
configuration. In  this
case microscopic
correlations are almost
absent and no
structure is evident.



anomalies observed not only for M0 = 1 but also for any finite
initial magnetization.

Actually there are several other results pointing in this direc-
tion and in favour of Tsallis generalized statistics [4-6,12]. In the
following, we want to discuss an interesting conjecture that gives
further support to this interpretation. It concerns a link between
the value of the entropic index q which characterize the velocity
autocorrelation decay and the exponent of the anomalous diffu-
sion γ [5].

In order to observe the diffusion process one can consider the
mean square displacement of phases σ2(t) defined as σ2(t) =

<|θi(t)-θi(0)| 2 > , where the brackets represent an average over all
the N rotators. The mean square displacement typically scales as
σ 2 ∝ t γ. In general the diffusion is normal when γ = 1, corre-
sponding to the Einstein's law for Brownian motion, and
ballistic (free particles) for γ = 2. Otherwise, the diffusion is
anomalous and in particular one has superdiffusion if γ > 1. In
Fig.3(b) we plot the mean square displacement versus time for
U=0.69, N=2000 and different initial conditions. One can see
that, after the ballistic regime of the initial fast relaxation, in the
QSS regime and afterwards the system clearly shows superdiffu-
sion for 0.4 ≤ M0 ≤ 1 and the exponent γ has values in the range
1.4-1.5. On the other hand, in the case M0 = 0 we get γ = 1.2.
Actually by increasing the size of the system, diffusion tends to
become normal (γ = 1 for N = 10000). Again this case seems to
be quite peculiar and microscopically very different from the
others studied, where anomalies are much more evident.

Superdiffusion observed in the slow QSS regime seems to be
linked with the q-exponential decay of the velocity correlations
through the ‘γ-q conjecture’, based on a generalized nonlinear
Fokker-Planck equation that generates q-exponential space-
time distributions [5]. In this framework the entropic index q
is related to the parameter γ by the relationship γ = 2/(3–q).
Since in diffusive processes space-time distributions are linked
to the respective velocity correlations by the well known Kubo
formula, one could investigate the γ-q relation considering the
entropic index q characterizing the velocity correlation decay in
an anomalous diffusion scenario. In Fig.4 we illustrate the
robustness of this conjecture by varying not only the initial
conditions and the size of the system, but also the range of
interaction. These calculations were done by considering the
generalized α-XY Hamiltonian, with the parameter α, which
modulates the range of the interaction, varying from 0 (HMF
model) to 1 [11]. By plotting the ratio γ / [2/(3–q)] as a function
of γ for various values of N, M0 and α at U=0.69, one can see
that the γ-q conjecture is confirmed within an error of ± 0.1.
This means that knowing the superdiffusion exponent one can
predict the entropic index of the velocity correlation decay and
viceversa.

The simulations here discussed add an important piece of
information to the puzzling scenario of the pre-equilibrium
dynamics of the HMF model and its generalizations, which
cannot be explained with the standard tools of the BG statistical
mechanics. Although these results do not provide a rigorous
proof of the applicability of Tsallis generalized statistics, they
strongly indicate that this formalism is at the moment the best
candidate for explaining the huge number of observed anom-
alies for a wide class of out-of-equilibrium initial conditions.

Links to glassy systems  
The importance of the role of initial conditions in generating
anomalous dynamics, together with the discovery of aging and
dynamical frustration in the QSS regime [6,10], suggests also
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m Fig. 3: (a) Time evolution of the HMF velocity
autocorrelation functions  for U = 0.69, N = 1000 and
different initial conditions are nicely reproduced by q-
exponential curves.The  entropic index q used is also
reported. (b)  Time evolution of  the variance of the angular
displacement for U = 0.69, N = 2000 and different initial
conditions. After an initial ballistic motion, the slope
indicates a superdiffusive behaviour with an exponent γ
greater than 1.This exponent is also reported and indicated
by dashed straight lines. Anomalous diffusion does not
depend in a sensitive way on the size of the system. For both
the plots shown, the numerical simulations are averaged
over many realizations.
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another non-ergodic description of the HMF dynamics comple-
mentary to the Tsallis’ one, i.e. the so-called weak ergodicity-
breaking scenario of glassy systems [13]. The latter occurs when
the phase space is a-priori not broken into mutually inaccessible
regions in which local equilibrium may be achieved, as in the
true ergodicity breaking case, but nevertheless the system can
remain trapped for very long times in some regions of the
complex energy landscape. It is widely accepted that the energy
landscape of a glassy system is extremely rough, with many local
minima corresponding to metastable configurations surrounded
by rather high energy barriers: one thus expects that these states
act as traps which get hold of the system during a certain time.
In the QSS regime of the HMF model, when the system starts
from M0=1 initial conditions, such a mechanism is reproduced
by the existence of a hierarchical distribution of clusters which
compete among each other in trapping more and more particles
[10]. Such a phenomenon produces a sort of dynamical frustra-
tion that recalls the pictorial explanation of aging made by the
cage model for structural glasses [13] and thus could justify the
slow relaxation time observed in the velocity autocorrelation
function. Recently, the analogy between the HMF model and
glassy systems has been extended by introducing a new order pa-
rameter, to quantify the degree of freezing of the rotators due to the
dynamical frustration. The elementary polarization was defined as
the temporal average, integrated over an opportune time inter-

val τ, of the successive positions of each spin

with i = 1, 2, …N, and t0 being an initial transient time [10].
Then one can average the module of the elementary polariza-

tion over the N spin configurations, to obtain the polarization p

defined as . In analogy with the behaviour of the

Edwards Anderson order parameter in the Sherrington-Kirk-
patrick (SK) model of an infinite range spin-glass [13], in the
equilibrium regime of the HMF model the polarization p is equal
to the magnetization M. On the other hand, in the out-of-equi-
librium QSS regime, which plays here the role of the Spin-Glass
phase in the SK model, the emerging dynamical frustration

introduces an effective randomness in the interactions and
quenches the relative motion of the spin vectors. Thus p has a
non null value as in the equilibrium condensed phase, while mag-
netization, vanishes with the size N of the system and is zero in
the thermodynamic limit.

In Fig.5 we plot the behaviour of p and M versus U at equi-
librium (a) and vs N in the QSS regime (b), for U=0.69 and the
M0=1 initial conditions. At equilibrium M and p assume the
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m Fig. 4: For different system sizes and initial conditions, and
for several  values of the parameter α which fixes the range
of the interaction of a generalized version of the HMF model
[11], the figure illustrates the ratio of the anomalous
diffusion exponent γ divided by 2/(3-q) vsγ.The entropic
index q is extracted from the relaxation of the correlation
function (see previous figure). This ratio is always one within
the errors of the calculations.

m Fig. 5: (a) The magnetization M and the polarization p are plotted  vs the energy density for N=10000 at equilibrium: the two
order parameters are identical. (b) The same quantities  plotted in (a) are here reported vs the size of the system, but in the
metastable QSS regime. In this case, increasing the size of the system, the polarization  remains  constant  around a value p ~ 0.24
while the magnetization M goes to zero as N -1/6.



same values for both the ferromagnetic and paramagnetic phase.
Instead, in the QSS regime magnetization correctly vanishes with
N-1/6 while polarization remains constant at a value 0.24 ±0.05.
This does strongly indicate that we can consider the QSS regime
as a sort of glassy phase for the HMF model. Again, it is impor-
tant to stress the role of the initial conditions in order to have
dynamical frustration and glassy behaviour. Actually, glassy
features are very sensitive to the initial kinetic explosion that
produces the sudden quenching and dynamical frustration. In
particular, reducing M0 from 1 to 0.95 the polarization effect
and the hierarchical clusters size distributions become much less
evident, until they completely disappear decreasing further M0

[10]. In this sense, the M0=1 initial conditions seems to select a
special region of phase space where the system of rotators de-
scribed by the HMF Hamiltonian behaves as a glassy system. We
note in closing that this result gives also a further support to the
broken ergodicity interpretation of the QSS regime of Tsallis
themostatistics.

Conclusions
Summarizing the HMF model and its generalization, the α-XY
model, provide a perfect benchmark for studying complex
dynamics in Hamiltonian long-range systems. It is true that sev-
eral questions remain      glassy dynamics.

References
[1] T. Dauxois, S. Ruffo, E. Arimondo, M. Wilkens eds., Dynamics and

Thermodynamics of Systems with Long Range Interactions, Lecture
Notes in Physics Vol. 602, Springer (2002).

[2] Tsallis J. Stat. Phys. 52 (1988) 479.

[3] T. Dauxois, V. Latora, A. Rapisarda, S. Ruffo and A. Torcini, in ref.[1]
p. 458 and refs. therein.

[4] V. Latora, A. Rapisarda and C. Tsallis, Phys. Rev. E 64 (2001) 056134;
V. Latora, A. Rapisarda and A. Robledo, Science 300 (2003) 249.

[5] A. Pluchino, V. Latora, A. Rapisarda, Continuum Mechanics and
Thermodynamics 16 (2004) 245 and cond-mat/0507005.

[6] M.A. Montemurro, F.A. Tamarit and C. Anteneodo, Phys. Rev. E 67,
(2003) 031106 .

[7] Y.Y. Yamaguchi, J. Barrè, F. Bouchet, T. Dauxois, S. Ruffo, Physica A
337 (2004) 36.

[8] H. Morita and K. Kaneko, Europhys. Lett. 66 (2004) 198.

[9] P.H. Chavanis, J. Vatterville, F. Bouchet, Eur. Phys. Jour. B 46 (2005)
61.

[10] A. Pluchino, V. Latora, A. Rapisarda, Phys. Rev. E 69 (2004) 056113,
cond-mat/0506665 and A. Pluchino and A. Rapisarda, Progr. Theor.
Phys. (2005) in press, cond-mat/0509031 .

[11] For a generalization of the HMF model see: A. Campa, A. Giansan-
ti, D. Moroni, J. Phys. A: Math. Gen. 36 (2003) 6897 and refs.
therein.

[12] F.D. Nobre and C. Tsallis, Phys. Rev. E 68 (2003) 036115.

[13] L.F. Cugliandolo in Slow relaxation and non-equilibrium dynamics
in condensed matter, Les Houches Session 77, J-L Barrat et al.eds.,
Springer-Verlag (2003), condmat/0210312 and refs. therein.

Complexity of seismicity
and nonextensive
statistics
Sumiyoshi Abe 1, Ugur Tirnakli 2 and P.A. Varotsos 3

1 Institute of Physics, University of Tsukuba, Ibaraki 305-8571,
Japan
2 Department of Physics, Faculty of Science, Ege University, 35100
Izmir, Turkey
3 Solid State Section and Solid Earth Physics Institute, Physics
Department, University of Athens, Panepistimiopolis, Zografos
157 84, Athens, Greece

Seismic time series is basically composed of the sequence of
occurrence time, spatial location and value of magnitude of each

earthquake. In other words, seismic moments (their logarithms
being values of magnitude) as amplitudes are defined at discrete
spacetime points. Seismicity is therefore a field-theoretic phenom-
enon. However, unlike a familiar one such as an electromagnetic
field, it is inherently probabilistic in both magnitude and locus in
spacetime. It is characterized by diverse phenomenology, accord-
ingly. Known classical examples are the Gutenberg-Richter law and
the Omori law. The former states that the frequency of earthquakes
with magnitude larger than M, N (> M), is related to M itself as log
N (> M) = A - bM, where A and b are constants and, in particular,
b ≈ 1 empirically. Magnitude is related to the emitted energy, E, as
M ~ log E. The Omori law describes the temporal rate of after-
shocks following a main shock. The number of aftershocks between
t and t + dt, dN (t), after a main shock at t = 0, empirically decays
in time as (t + t0)-p, where t0 and p are constants with p varying
between 0.6 and 1.5 according to real seismic data. It is noticed that
both of them are power laws, i.e., they have no characteristic scales,
pronouncing complexity and criticality of the phenomenon.

Nonextensive statistics (Tsallis statistics or q-statistics) [1] has
been attracting continuous attention as a possible candidate the-
ory of describing statistical properties of a wide class of complex
systems. It is a generalization of Boltzmann-Gibbs equilibrium
statistical mechanics, and is concerned with nonequilibrium sta-
tionary states of complex systems. Since complex systems reside at
the edge of chaos in the language of dynamical systems,
ergodicity, which is a fundamental premise in Boltzmann-Gibbs
statistics, may be broken. That is, at the level of statistical mechan-
ics, long-time average and ensemble average of a physical quantity
do not coincide. Clearly, the concept of ergodicity does not apply
to seismicity because of the absence of the ensemble notion in its
nature.

Though the complete dynamical description of seismicity is
still out of reach, some models have been proposed in the litera-
ture to explain some features. Among others, the spring-block
model, the self-organized criticality model and mean-field
models such as the coherent noise model are frequently discussed
(the last one will be visited here later).

Criticality and nonergodicity of real seismicity may lead to the
question if some of its physical aspects can phenomenologically
be described by nonextensive statistics and related theoretical treat-
ments. The answer to this question turns out to be affirmative.
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Abe and Suzuki [2] have studied long-time statistics of the
spatial distance between two successive earthquakes by using two
sets of the data taken in Japan and California. They have found
that, over the whole ranges, both of the data are fitted extremely
well by the q-exponential distributions with 0 < q < 1. Here, the
q-exponential distributions are the maximum Tsallis entropy
distributions [1], where q is the index of the Tsallis entropy [1].
Then, they have further analyzed long-time statistics of the time
interval between two successive earthquakes, termed “calm time”
(or, interoccurrence time), and have ascertained [2] that, as the
spatial distance, the calm time also obeys the q-exponential dis-
tributions both in Japan and California with q > 1 over the whole
ranges. The q-exponential distribution has the form: ~ expq(-βQ),
where β is a positive constant and Q is a positive random variable,
i.e., the distance or the time interval between two successive earth-
quakes, in the present case [see Box in the Editorial by J. P. Boon
and C. Tsallis for the definitions of the q-exponential function,
expq(x) and its inverse, the q-logarithmic function, lnq(x)].

The q-exponential distribution with q > 1 is equivalent to the
so-called Zipf-Mandelbrot power-law distribution, which is
known to be derivable from several independent approaches
including the maximum Tsallis entropy principle. On the other
hand, the q-exponential distribution with 0 < q < 1 has a cutoff
at a finite value of the random variable under consideration.
Simultaneous derivation of both q > 1 and 0 < q < 1 cases is
considered to be realized only by the maximum Tsallis entropy
principle. Another point of interest is that the sum of the q-indices
of the distributions of the spatial distance and the calm time in
real seismicity is found to be close to 2, both in Japan and Cali-
fornia. In nonextensive statistics, the theories with q(> 0) and
2 - q(> 0) are said to be dual to each other. Therefore, seismicity
exhibits “spatio-temporal duality”.

Thus, nonextensive statistics well explains spatio-temporal
complexity of real seismicity in its long-time behavior. In the
short-time scale, however, the seismic data is nonstationary and
highly structured, in general. Such features are mainly due to af-
tershocks following main shocks. A time interval of the seismic
time series, in which the events obey the Omori law for after-
shocks, is referred to as “Omori regime”. Recently, Abe and Suzuki
have discovered [3] that nonstationarity of the time series of
aftershocks obeys a peculiar law for event-event correlation. The
event-event correlation function proposed in Ref.[3] is given by

(1)

In this equation, tn is the time when the nth shock after a given
main shock occurs. The averages and the variance are defined by

<tm> = (1/M )∑M-1
k= 0 tm+k, <tmtm ’> = (1/M )∑M-1

k= 0 tm+k tm ’+k and
σ 2

m = <t 2
m>-<tm>2, respectively. M is the number of the successive

events taken inside the Omori regime under consideration. Com-
paring Eq. (1) with the ordinary autocorrelation function, one
sees that the basic random variable is tn, which is the occurrence
time of the nth event. In other words, n plays a role of a certain
time parameter of the discrete time series. Such a time parame-
ter is called “natural time”, which has been introduced by Varot-
sos and his collaborators [4]. Accordingly, nw in Eq. (1) is termed
“natural waiting time”.

A striking property reported in Ref.[3] is that event-event cor-
relation of aftershocks exhibits the aging phenomenon with respect
to the natural waiting time (this phenomenon will be explained
below). In addition, it also obeys a definite scaling property. The
correlation function in Eq. (1) is found to satisfy the functional

relation: C(n + nw, nw) = C
~
(n/f(nw)). The relation of this kind is

called the scaling relation, and the associated function C
~

of a sin-
gle argument is termed the scaling function. For earthquake after-
shocks, f(nw) is empirically given by f(nw) ~ (nw)γ with a positive
exponent γ. It is emphasized that these properties are revealed by
the use of the natural time, not the conventional time.

The above result sheds new light on the physical nature of af-
tershocks. The crust has a complex landscape regarding the stress
distribution at faults. A main shock can be regarded as a kind of
quenching process. Aftershocks following a main shock give rise to
nonequilibrium nonstationary process. It is a slow relaxation
process due to the power-law nature of the Omori law. Combin-
ing these features with the above-mentioned aging phenomenon
and scaling relation, one recognizes that the mechanism governing
aftershocks may be of glassy dynamics. This observation is of
particular interest since, according to the recent investigations of
Baldovin and Robledo (e-print cond-mat/0504033) and of Pluchi-
no, Rapisarda and Latora (e-print cond-mat/0507005), there is
some evidence which suggests the existence of a deep connection
between nonextensive statistical mechanics and glassy dynamics.

The Gutenberg-Richter law has been a touchstone for any mod-
el of earthquakes. Real seismicity is however characterized by much
richer phenomenology. The novel laws, phenomena and relations
mentioned above give stringent criteria for modeling. From the
physical viewpoint, what is more important is to examine how
these properties are universal for complex systems with catastro-
phes. Model simulation may be useful for this purpose.

Recently, Tirnakli and Abe [5] have numerically reanalyzed a
simple mean-field model called the coherent noise model in
order to examine if the aftershocks described by it can exhibit
the aging and scaling properties. This model is already known to
describe both the Gutenberg-Richter law and the Omori law. In
the analysis, a main shock is identified and the associated Omori
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m Fig. 1: Data collapse of the aging curves of the event-
event correlation functions for different values of the natural
waiting time. Inset: the semi-q-log plot of the collapsed
curve (see Box in the editorial paper for the definition of the
q-logarithmic function).The straight line implies that the
scaling function is of the q-exponential form with q ~– 2.98.
The ensemble average is performed over 120000 numerical
runs. All quantities are dimensionless.



regime is fixed. As expected, the model is nonergodic and, ac-
cordingly, the time average and the ensemble average of a phys-
ical quantity are different from each other. We have ascertained
that, for the event-event correlation function (defined by the
natural-time average) in Eq. (1), the model well reproduces the
aging and scaling properties (together with the form of the scal-
ing function, C

~
) discovered in Ref.[3] for real seismicity. On the

other hand, an intriguing feature was found for the event-event
correlation function defined by the ensemble average with
respect to numerical runs. To distinguish such a correlation func-
tion from the one with the natural-time averages in Eq. (1), it is
denoted here by D(n + nw, nw). This quantity also turned out to
exhibit the aging phenomenon with respect to the natural wait-
ing time, that is, the smaller the value of the natural waiting time
is, the faster correlation decays. So, the system has an internal
clock. Fig. 1 shows that the aging curves become collapsed to a
single curve by the rescaling of the natural time: D(n + nw, nw) =
D
~
(n/(nw)1.05), establishing the scaling property. The inset presents

its semi-q-log plot. The straight line there implies that the scal-
ing function, D

~
, is given by the q-exponential function.

Now, according to Tsallis [6], there may be “q-triplet” {qstat, qsen,
qrel} for a system described by nonextensive statistics, where qstat is
the entropic index appearing in the maximum Tsallis entropy
distribution as well as the Tsallis entropy itself, qsen is the index
characterizing sensitivity of a nonlinear dynamical system to
the initial condition and qrel controls the rate of relaxation and
decay of correlation. In the case of a simple system described by
Boltzmann-Gibbs-type statistics, the q-triplet may be given by {qs-

tat, qsen, qrel} = {1, 1, 1}. In the case of a complex system, physical
quantities are often expressed empirically in terms of the q-
exponential function: e.g., probability distributions (qstat), the dis-
tance between two trajectories of a dynamical system (qsen) and
relaxation or correlation (qrel), with the values all different from
unity. An example is provided by the recent work done by the
people from NASA [7], who have discovered a non-Boltzmann-
Gibbs case in a single physical setup. Analyzing the fluctuating
magnetic field strength observed by Voyager 1 in the solar wind,
they have found that {qstat, qsen, qrel} = {1.75 ± 0.06, -0.6 ± 0.2, 3.8
± 0.3}.

Therefore, the q-exponential scaling function obtained for af-
tershocks in the coherent noise model, D

~
, with qrel ~– 2.98, which

is notably different from unity, could be seen as a fingerprint of
further relevance of nonextensive statistics.

Science of complexity certainly enables one to reveal novel
aspects of real seismicity. Nonextensive statistics is expected to
offer a guiding principle for a deeper understanding of complex
dynamical systems with catastrophes, in general and complexity
of seismicity, in particular.
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More than fifteen yeas ago, a generalized thermostatistical
formalism (usually referred to as nonextensive statistical

mechanics) based on a power-law entropic measure Sq was
advanced by Constantino Tsallis [1]. Increasing attention has been
paid to the Tsallis proposal in recent years, because it has been
hailed by many researchers as a useful tool for the description of
certain aspects of physical scenarios exhibiting atypical thermo-
dynamical features due, for instance, to the presence of long range
interactions. When the Tsallis formalism appeared in 1988, it was
not at all clear what possible physical applications it might have.
The first hint pointing towards a relationship between the Tsallis'
ideas and the thermodynamics of systems with long range inter-
actions came in 1993 [2], when it was realized that the Tsallis
entropic functional is closely related to a family of distribution
functions well known by astronomers studying the dynamics of
stellar systems: the polytropic stellar distributions. In point of fact,
the discovery of the connection between Tsallis entropy and the
stellar polytropic distribution constituted the first application of
the Tsallis' formalism to a concrete physical problem. Stellar
systems, such as stellar clusters or galaxies, are important examples
of astrophysical self-gravitating systems, where the gravitational
interaction between the constituents of the system play a funda-
mental role in determining the system's properties. The
exploration of the connections between the Tsallis thermostatis-
tical formalism and the physics of self-gravitating systems has
been the focus of a considerable research activity in recent years
[3-7].

Nonextensive statistical mechanics is built up on the basis of
the nonextensive, power-law entropy Sq [1]. The entropic index
q (also called the Tsallis' entropic parameter) characterizes the
statistics we are dealing with. In the limit q → 1 the usual Boltz-
mann Gibbs (BG) expression is recovered: S1 = SBG (for the
definitions of the basic quantities associated with the q-entropy
see the Box in the editorial introduction by Tsallis and Boon to
the present Issue). Optimizing the entropic measure Sq under the
constraints imposed by normalization and the mean value of the
energy, one obtains the probability distribution associated (in
the context of Tsallis' formalism) with the thermal equilibrium or
metaequilibrium of the system under consideration. The main
property of this q-generalized maximum entropy distribution is
that it exhibits a power-law like dependence on the microstate
energy ei, instead of the exponential dependence associated with
the standard Boltzmann-Gibbs thermostatistics.

Galaxies can be regarded as self gravitating N-body systems
that are trapped for a long time in a non-collisional regime (un-
til collisional effects finally become important) where the stars
move under the influence of the mean potential Φ generated by
the whole set of stars, Φ being a function of the spatial position x.
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The description of a state of any collisionless system is given by
a distribution function F(x, v, t) in a 6-dimensional phase space
where v is the velocity vector and t the time. The fundamental
equation of stellar dynamics is (as far as collisionless systems are
concerned) the Vlasov equation

(1)

coupled to an equation relating the distribution function F(x, v, t)
with the Newtonian gravitational potential Φ,

(2)

where G is Newton's gravitational constant and m denotes the
mass of each individual star. The Vlasov equation can also be writ-
ten as (dF/dt)orb. = 0, meaning that the total time derivative of the
distribution function, evaluated along the orbit of a single star
moving in the gravitational potential Φ, vanishes. It has to be
stressed that the non-collisional dynamics governed by the
Vlasov-Poisson system provides only an approximate description
of the behaviour of an N-particle self-gravitating system. However,
this approximation is very useful for the study of various stellar
systems [8]. A complete (Newtonian) account of the dynamics of
a self-gravitating N-particle system is provided by the full set of
N coupled (Newtonian) equations of motion of the N-particles.
In general, this approach to the dynamics of self-gravitating sys-
tems is investigated via numerical N-body simulations (see, for
instance, [7]).

The Vlasov equation (1) for self gravitating systems, with the
potential Φ given by (2), is nonlinear, since the gravitational
potential Φ is given, in a self-consistent way, in terms of the dis-
tribution function F. An important feature of the Vlasov-Poisson
system is that, given a functional of the form

(3)

the solutions of the Vlasov equation (1) verify dC/dt = 0. The total
energy of the system, given by

(4)

is, of course, preserved under the evolution governed by equations
(1-2).

When stellar systems relax to an equilibrium (or to a meta-
equilibrium) state, one expects them to “forget” all information
about their initial conditions with the exception of the conserved
quantities. Consequently, if one tries to infer by recourse to a
maximum entropy prescription the final relaxed state, it is rea-
sonable to use the conserved quantities as constraints. The
natural constraints for spherical stellar systems are the total mass
and energy of the system. However, if one tries to maximize the
standard Boltzmann-Gibbs entropy of the system under the con-
straints imposed by the conservation of total mass and energy,
one obtains the isothermal sphere distribution, which has infinite
mass and energy [8].

In [2], it was shown that the extremalization of the non ex-
tensive q-entropy under the same constraints leads to the stellar
polytropic sphere distributions which, for a certain range of the
q parameter, are endowed with finite mass and energy, as physi-
cally expected. This constituted the first clue suggesting that the
generalized thermostatistical formalism based on Sq is relevant
for the study of systems exhibiting non extensive thermody-
namical properties due to long range interactions.

Stellar polytropic sphere distributions are of the form

(5)
where

(6)

is the total energy (per unit mass) of an individual star, and A, Φ0,
and n (usually called the polytropic index) are constants. The
quantity f (x,v)d 3xd 3v denotes the number of stars with position
and velocity vectors respectively within the elements d 3x and d 3v
in position and velocity spaces. The polytropic distribution (5)
exhibits, after an appropriate identification of the relevant para-
meters, the q-MaxEnt form. The entropic parameter q can be re-
lated to index n (see Figure 1) by identifying n-3/2 with q/(1-q),
obtaining [5]

(7)

The limit n → ∞ (hence q = 1) recovers the isothermal sphere
case; n = 5 corresponds to the so called Schuster sphere; for n < 5
(hence q < 7/9), finiteness for mass and energy naturally
emerges. The cut-off in the polytropic distribution (5) is an
example of what is known, within the field of non extensive
thermostatistics, as “Tsallis cut-off prescription”, which affects
the q-maximum entropy distributions when q < 1. In the case of
stellar polytropic distributions this cut-off arises naturally, and
has a clear physical meaning. The cut-off corresponds, for each
value of the radial coordinate r, to the corresponding gravita-
tional escape velocity [8].

Polytropic distributions constitute the simplest, physically
plausible models for self-gravitating stellar systems [8]. Alas,
these models do not provide an accurate description of the
observational data associated with real galaxies. In spite of this,
the connection between the Sq entropy and stellar polytropes is
of considerable interest. Besides the notable fact that, for a spe-
cial range of values of q, non-extensive thermostatistics leads to
finite stellar systems, the established connection between the Sq

entropy and stellar polytropic distributions is interesting for
other reasons. Polytropic distributions arise in a very natural way
from the theoretical study of self-gravitating systems. The inves-
tigation of their properties has constantly interested theoretical
astrophysicists during the last one hundred years [8]. Polytropic
distributions are still the focus of an intense research activity
[3-7], and the study of their basic properties constitutes a part of
the standard syllabus of astrophysics students. Now, polytropic
distributions happen to exhibit the form of q-MaxEnt distributions,
that is, they constitute distribution functions in the (x,v) space that
maximize the entropic functional Sq under the natural constraints
imposed by the conservation of mass and energy [2]. It is important
to remember that the original path leading to the Sq entropic
form was not motivated by self-gravitating systems, nor was it
motivated by any other specific system. The entropic form Sq was
proposed by recourse to very general arguments dealing with the
consideration of (i) entropic forms incorporating power law
structures (inspired on multifractals) and reducing to the stan-
dard logarithmic measure in an appropriate limit and (ii) the
basic properties that a functional of the probabilities should have
in order to represent a physically sensible entropic measure [1].
The q-entropy is a quite natural and, to some extent, unique
generalization of the Boltzmann-Gibbs-Shannon measure.
Taking this into account, it is remarkable that the extremalization
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polytropic distributions (that is, Tsallis' q-maxent distributions)
with an evolving polytropic index (i.e., evolving q-parameter).
Taruya and Sakagami found that the alluded sequence of
polytropic distributions provides a good description both of the
density profile, and of the single-particle energy distribution of
the transient states of the system. Even more interesting, they
also found numerical evidence that the same kind of behaviour
occurs if the outer boundary is removed. This suggest that the
polytropic distributions may play an important role as
quasi-attractors, or quasi-equilibrium states of an evolving self-
gravitating system [7].

Summing up, we have seen that the connection between
Tsallis entropy and self-gravitating systems has been an active
research field in recent years, generating a considerable amount
of new results. For sure, there are still several open questions to
be addressed. For instance, is there any role to be played here by
the super-statistics formalism (see the article by Beck, Cohen,
and Rizzo in this Issue)? Another interesting question, in our
opinion, concerns the possible relationship between the physics
of systems with long range interaction, and the recently advanced
proposal by Tsallis, Gell-Mann and Sato [9], that special occu-
pancies of phase space may make the Sq entropy additive.
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of the q-measure leads to a family of distribution functions of
considerable importance in theoretical astrophysics. In a sense,
astrophysicists, when studying Newtonian self-gravitating
systems, have been dealing with q-MaxEnt distribution functions
for over a hundred years without being aware of it. The link be-
tween the Tsallis non extensive q-entropy and stellar polytropic
distributions consitutes a clue (among several others) indicating
that the entropic measure Sq is not just an ad hoc mathematical
construction.

As already mentioned, many interesting contributions have
been made in recent years in connection with the application of
Tsallis' thermostatistics to self gravitating systems in general, and
to the stellar polytropes in particular [3-7]. Sau Fa and Lenzi have
obtained the exact equation of state for a two-dimensional self
gravitating N-particule system within Tsallis thermostatistics [3].
An interesting analysis of the Jean's gravitational instability of a
self-gravitational system characterized by a q-gaussian velocity
distribution was done by Lima, Silva, and Santos [4]. A detailed
study of the gravothermal catastrophe of self-gravitating systems
in conection with Tsallis' q-entropy was performed by Taruya
and Sakagami (see [5] and references therein). It has been
recently pointed out by Chavanis and Sire [6], that the criterion
for nonlinear dynamical stability for spherical stellar systems gov-
erned by the Vlasov-Poisson equations resembles a criterion of
thermodynamical stability. On the basis of this, it is possible to
develop a thermodynamical analogy to study the nonlinear dy-
namical stability of spherical galaxies. Within this approach, the
concepts of entropy and temperature would be essentially effec-
tive. In [6], the Tsallis functional is interpreted as a useful H-
function connecting continuously stellar polytropes and isother-
mal stellar systems.

On the basis of long term, N-body simulations of self gravi-
tating systems, Taruya and Sakagami have obtained important
numerical evidence for a connection between the physics of self-
gravitating systems and the Tsallis formalism [7]. Taruya and
Sakagami have shown that the evolution of a stellar system con-
fined within an adiabatic wall (starting with initial conditions
away from the Boltzmann-Gibbs distribution, and before the sys-
tem enters the gravothermally unstable regime and undergoes
core collapse) can be fitted remarkably well by a sequence of
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b Fig. 1: Stellar polytropes are  simple
models for stellar systems exhibiting a
particle density in position-velocity
space that is a power-like function of
the energy. The conco-mitant
exponent is n-3/2, where n is called
the polytropic index. This polytropic
distribution can be obtained by
optimizing the system's q-entropy
under the constraints imposed by the
system's total mass and energy. The
polytropic index n is here plotted  as a
function of the Tsallis' entropic
paramenter q.The red star corresponds
to the so called Schuster sphere, with n
= 5 and q = 7/9. For  n < 5 (q < 7/9) the
polytropic distributions have finite
mass and energy. All the depicted
quantities are  dimensionless.
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T his article illustrates how very small deviations from the
Maxwellian exponential tail, while leaving unchanged bulk

quantities, can yield dramatic effects on fusion reaction rates and
discusses several mechanisms that can cause such deviations.

Fusion reactions are the fundamental energy source of stars
and play important roles in most astrophysical contexts. Since
the beginning of quantum mechanics, basic questions were
addressed such as how nuclear reactions occur in stellar plasmas
at temperatures of few keV (1 keV ≈ 11.6 x 106 K) against
Coulomb barriers of several MeV and what reactions or reaction
networks dominate the energy production. It was soon realized
that detailed answers to such questions involved not only good
measurements or quantum mechanical understanding of the
relevant fusion cross sections, but also the use of statistical physics
to describe the energy and momentum distributions of the ions
and their screening [1].

Gamow understood that reacting nuclei penetrate Coulomb
barriers by means of the quantum tunnel effect and Bethe
successfully proposed the CNO and then the pp cycle as candi-
dates for the stellar energy production: this description has been
directly confirmed by several terrestrial experiments that have
detected neutrinos produced by pp and CNO reactions in the
solar core [2].

In the past only a few authors (e.g., d'E. Atkinson, Kacharov,
Clayton, Haubold) have examined critically the energy distrib-
ution and proposed that such a distribution could deviate from
the Maxwellian form. In fact, it is commonly accepted that
main-sequence stars like the Sun have a core, i.e. an electron
nuclear plasma, where the ion velocity distribution is
Maxwellian. In the following, we first discuss why even tiny devi-
ations from the Maxwellian distribution can have important
consequences and then what can be the origin of such devia-
tions.

Thermonuclear reaction in plasmas and distribution tails 
In a gas with n1 (n2) particles of type 1 (2) per cubic centimeter
and relative velocity v, the reaction rate r (the number of reactions
per unit volume and unit time) is given by 

(1)r = (1 + δ12)-1 n1n2 <σv> ,

where σ = σ(v) is the nuclear cross section of the reaction. The
reaction rate per particle pair is defined as the thermal average

(2)<σv> = ∫
∞

0
f(v) σv dv ,

where the particle distribution function f(v) is a local function of
the temperature [3].

Therefore, the reaction rate per particle pair <σv> is determined
by the specific cross section and by the velocity distribution
function of the reacting particles. When no energy barrier is
present and far from resonances, cross sections do not depend
strongly on the energy. Most of the contribution to <σv> comes
from particles with energy of the order of kT, and the dependence
on the specific form of f(v) is weak. The same is true for bulk
properties that receive comparable contributions from all parti-
cles: e.g., the equation of state.

The situation is very different in the presence of a Coulomb
barrier, when the reacting particles are charged, as in the fusion
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m Fig. 1: The Gamow peak and energy selection. In the
upper panel (a) the exponential thin black curve is the
Maxwellian distribution.The rapidly increasing dash blue
curve shows the behavior of the penetration factor N x exp (-
√——

EG = E ) for the solar reaction 3He + 3He → 4He + 2p (EG =
11.83 MeV and N = 109).The red thick curve shows the
product of the two curves (Gamow peak) times 108.The
horizontal red band indicates the energy range of the
reacting particles.The lower panel (b) shows how different
reactions select different windows of particle energies.The
Gamow peak (energy window) moves to higher energies
going from p + p → d + n + e+ (EG = 493 keV, green), to 3He +
3He → 4He + 2p (EG = 11.83 MeV, red), and p + 14N → 15O + γ
(EG = 45.09 MeV, blue). Correspondingly, the peaks become
(much) lower; note that the three curves have been
multiplied times 105, 1017, and 1026, respectively, to make
them visible on the same scale.



reactions that power stars [7]. The penetration of large Coulomb
barriers (Zα/r is of the order of thousands in units of kT when r
is a typical nuclear radius) is a classically forbidden quantum
effect. The penetration probability is proportional to the
Gamow factor exp [-√——

EG/E], where the Gamow energy
EG = 2µc 2(Z1Z2απ)2, α is the fine structure constant, µ is the
reduced mass, and Z1,2 are the charges of the ions. The cross sec-
tion is exponentially small for E << EG and grows extremely fast
with the energy; therefore, one usually defines the astrophysical S
factor, whose energy dependence is weaker 

(3)σ(E) =  S(E)—
E

e-√
——
EG/E

The two factors in the integrand in Eq. (2) that carry most of the
energy dependence are the Maxwellian distribution ∝ e-(E/kT),
which is exponentially suppressed for E >> kT, and the penetration
factor e-√

——
EG /E , which is exponentially suppressed for E << EG.

Contributions to the rate come only from an intermediate region
(Gamow peak) around the temperature-dependent energy 

(4)E0 = (EG—(kT)2

4 )
1/3

which is called the most effective energy, since most of the react-
ing particles have energies close to E0.

Figure 1 gives a pictorial demonstration of how the Gamow
peak originates and how different reactions select different parts
of the distribution tail and can be used to probe it.

In the upper panel (a) the exponentially decreasing function
(thin black curve) is the Maxwellian factor; the rapidly growing
function (dash blue curve) is the penetration factor (for graphi-
cal reason multiplied by 109) of one of the most important
reactions in the Sun, 3He + 3He → 4He + 2p (EG = 11.83 MeV),
which corresponds to a most effective energy E0 = (EG(kT)2/4)1/3 =
17.036 kT for kT = 1.293 keV = 11.6 x 106 K; the product of the
two functions (Gamow peak) is the thick red curve. Note that the
Gamow peak, and therefore the rate, is very small (it has been
multiplied by an additional 108 factor to make it visible on the
same scale of the other curves), since at the most effective energy
E0 both the cross section and the number of particles are expo-
nentially small. At this point it is important to remark that the
area under the Maxwellian curve for energies within the Gamow
peak (the energy window indicated by the red band) is of the
order of 0.1% of the total area: only a few particles in the tail of the
distributions contribute to the fusion rate.

The fact that the penetration factor effectively selects particles
in the tail of the distribution is the more dramatic the larger the
charge of the reacting ions: for the p + 14N → 15O + γ (the leading
reaction of the CNO cycle, which dominates the energy produc-
tion in main-sequence stars larger or older than the Sun) the
contributing particles are few in a million.

The effect on the Gamow peak when increasing the charges of
the reacting nuclei is shown in the lower panel (b) of Figure 1. The
green, red, and blue curves show the Gamow peak multiplied by
105, 1017, and 1026, respectively, for three fundamental reactions in
main-sequence stars: p + p → d + n + e + (EG = 493 keV), 3He +
3He → 4He + 2p (EG = 11.83 MeV), and p + 14N → 15O + γ (EG =
45.09 MeV)). It is immediately evident that the larger the charges
of the ions the higher is the energy of the particles that contribute
to the rate, the (much) lower is the peak and, therefore, the (much)
smaller is the rate. In fact the maximum of the Gamow peak E0 ∝
E1/3

G ∝ (Z1Z2)2/3 and its height is proportional to exp (-3E0 /kT).
A convenient parametrization of deviations from the Maxwell

distribution is the deformed q-exponential:

(5)expq (- E—
kT

) = (1-(1 - q)   E—
kT )

1/(1 - q)

which naturally appears in Tsallis' formulation of statistical
mechanics [4]. This particular deformation of the exponential has
the advantage of describing both longer tails (for q > 1) and cut-
off tails (for q < 1), while reproducing the exponential in the
limit q → 1.

Figure 2 shows the effect of substituting into the Maxwellian
distribution exp(-E / kT) the distribution Nq expq(-E /kT), where
Nq is the normalization factor that conserves the total number of
particles. We show the effect for the p + 14N reaction and the values
(a) q = 1 ± 0.002 and (b) q = 1 ± 0.01. This reaction determines
the rate of energy production from the CNO cycle, dominant at
older stages and, therefore, also determines the time of the exit
from the main sequence. Black curves refer to the exponential
(q = 1), red curves refer to the cut-off (q < 1) exponential, and
green curves refer to the longer-tail (q > 1) exponential.

Note that all exponentials have been multiplied times a huge
106 factor to emphasise their tiny differences: these values of q
produce functions that are almost indistinguishable from the
exponential unless one looks very far in the tail.
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m Fig. 2: Effects of tiny changes in the tail of the distribution
for the reaction p + 14N. Using the parametrization of Eq. (5),
the upper panel (a) shows the effect of taking q = 1.002
(green) and q = 0.998 (red), while the lower panel (b) shows
the effect of q = 1.01 (green) and q = 0.99 (red); black curves
correspond to the usual Maxwell distribution (q = 1). In the
lower panel (b) the green (red) Gamow peak (thick lines) is
divided (multiplied) by an additional factor of five. Note that
thin curves (exponentials and q-exponentials) have been
multiplied by 109 to enounce their tiny differences.
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One can make several remarks:

• Gamow peaks are shifted towards higher energies, when the
distribution has a tail longer than the exponential (green curves,
q > 1); they are shifted towards lower energies for cut-off expo-
nentials (red curves, q < 1);

• the effect is larger the larger the deviation from the exponential
(the larger |q - 1|);

• the peaks (and the rates) become correspondingly higher for q >
1 and smaller for q < 1;

• the effect on the rate is already large for |1 - q| = 0.002, it
becomes huge (more than a factor of 10) for |1 - q| = 0.01; note
that the green (red) peak in lower panel (b) of figure 2 (|1 - q| =
0.01) has been divided (multiplied) by five to make them fit on
the same scale! 

These deviations should be carefully estimated, since reliable
calculations of nuclear reaction rates in stellar interiors is funda-
mental for a quantitative understanding of the structure and
evolution of stars. In fact, while the overall stellar structure is
rather robust, changes of some of the rates even by few percent
can produce detectable discrepancies, when precise measurements
are possible, e.g., in the case of the solar photon and neutrino
luminosity, and mechanical eigenfrequencies [2]. In quasi-stellar
objects like Jupiter, deviations could be even larger and explain
their excess energy [5].

As already shown in the recent past, very small deviations
from Maxwellian momentum distribution do not modify the
properties of stellar core and are in agreement with the helio-
seismology constraints [6], but may affect the evaluation of the
nuclear fusion rates that may be enhanced or depleted, depend-
ing on the superdiffusion or subdiffusion properties of the
particles [7].

Deviations from Maxwellian distribution 
Normal stellar matter, such as that in the Sun, is non-degenerate,
i.e., quantum effects are small (in fact, they are small for electrons
and completely negligible for ions), is non-relativistic, and is in
good thermodynamical equilibrium. On this ground, the particle
velocity distribution is almost universally taken to be a Maxwell-
Boltzmann (MB) distribution.

Concerning the thermodynamical equilibrium, main sequence
stars are more precisely in a stationary state where the luminosity
equals the heat production rate. This metastable state has a long
life-time, of the order of the star lifetime, and it ends when the
nuclear fuel is burned out. In addition, the quasiequilibrium is only
local, since the temperature decreases from core to surface. How-
ever, nuclear reactions are often, but not always, sufficiently slow on
the scale of thermal and mechanical exchanges and take place on
such a small scale that spatial and temporal deviations from
equilibrium can be neglected to a very good first approximation.

At least in one limit the MB distribution can be rigorously
derived: systems that are dilute in the appropriate variables and
whose residual interaction is small compared to the one-body
energies. In spite of the fact that the effects of the residual inter-
action cannot be neglected (the electron screening factor is a
well-known example of correction due to the astrophysical plasma
environment) at zero order the many-body correlations can be
neglected and the stellar interior can be studied in this dilute limit.
In this limit the velocity distribution is the Maxwellian one.

However, one should keep in mind that derivations of the
ubiquitous Maxwell-Boltzmann distribution are based on several
assumptions [7]. In a kinetic approach, one assumes (1) that the
collision time is much smaller than the mean time between colli-
sions, (2) that the interaction is sufficiently local, (3) that the
velocities of two particles at the same point are not correlated
(Boltzmann's Stosszahlansatz), and (4) that energy is locally con-
served when using only the degrees of freedom of the colliding
particles (no significant amount of energy is transferred to col-
lective variables and fields). In the equilibrium statistical
mechanics approach, one uses the assumption that the velocity
probabilities of different particles are independent, corresponding
to (3), and that the total energy of the system could be expressed
as the sum of a term quadratic in the momentum of the particle
and independent of the other variables, and a term independent
of momentum, but if (1) and (2) are not valid the resulting effec-
tive two-body interaction is non-local and depends on the
momentum and energy of the particles. Finally, even when the
one-particle energy distribution is Maxwellian, additional
assumptions about correlations between particles are necessary to
deduce that the relative-velocity distribution, which is the relevant
quantity for rate calculations, is also Maxwellian.

In the following we give arguments and mechanisms that lead
to distribution functions that are different from the MB one in a
stationary state.

Correlations between particles, so that the probability distribu-
tion of the system is not described by the product of independent
probabilities of the components, are in general responsible for
such more general distributions. The specific microscopic mech-
anisms that generate these correlations depend on the particular
system and there exist many approaches to derive the relevant dis-
tributions.

In an approach that uses the Fokker-Planck equation, which
takes into account the average effects of the environment through
the drift J(p) and diffusion D(p) coefficients, stationary solutions
different from the Maxwell distribution (e.g. Druyvenstein or Tsal-
lis like distributions) can be obtained, when J(p) and D(p) include
powers of p higher than the lowest order [8]. The presence of high-
er powers of p, i.e., higher derivative terms, can be interpreted as a
signal of non-locality in the Fokker-Planck equation. We stress that
these distributions are stationary (stable or metastable) and what
counts to decide the distribution is the type of collisions between
ions and the dependence on momentum of the elastic collision
cross sections (Coulomb, screened Coulomb, enforced Coulomb,
among others), or the presence of ion-ion correlations [9].

The presence of random fields (e.g., distributions of random
electric micro-fields or, in general, of random forces) introduces
in the kinetic equations factors whose effect is to enhance or to
deplete the high-momentum tail of the distribution function [7].

Because of the many-body nature of the effective forces, which
makes the collisions not independent, the distributions of the rel-
evant degrees of freedom observed, e.g., the ones selected by a
fusion reaction, can be different from the distributions of the
quasi-particles that describe the plasma. In addition the plasma
makes effective interactions time dependent (memory effects) and
non-local. These effects depend strongly on the energy of the
selected particles and on the collisional frequency.

One important and clear example of this last point is given by
the fact that many processes, such as nuclear fusion itself, depend
on momentum rather than on energy. This distinction is impor-
tant because, due to plasma many-body effects, an uncertainty
relation holds between momentum and energy [10]. Even when
the energy distribution maintains its Maxwellian expression, the
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momentum distribution can be different in the high energy tail.
In fact, this quantum uncertainty effect (not Heisenberg uncer-
tainty) between energy and momentum p, caused by the
many-body collisions and described by the Kadanoff-Baym
equation, implies an energy-momentum distribution of the form 

(6)

with 

(7)

where is the mass operator of the one-particle Green
function. After integrating in d the product of fQ( , p) and the
Maxwellian energy distribution, we obtain a momentum distrib-
ution with an enhanced high-momentum tail. Although this
approach produces a deviation from the MB distribution, the state
represented by fQ(p) is an equilibrium state [11, 12]. The
Maxwellian distribution is recovered in the limit when δγ( , p)
becomes a δ function with a sharp correspondence between
momentum and energy.

Distributions different from the Maxwellian one can also be
obtained axiomatically from non-standard, but mathematically
consistent, versions of statistical mechanics that use entropies
different from the Boltzmann-Gibbs one [4, 13].

We have argued that it is not sufficient to know that the
Maxwellian distribution is a very good approximation to the par-
ticle distribution. We must be sure that there are no corrections
to a very high accuracy, when studying reactions that are highly
sensitive to the tail of the distribution, such as fusion reactions
between charged ions. Several mechanisms have been outlined
(others need to be studied) that can produce small, but important
deviations in the tail of the distribution.
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Critical attractors and
q-statistics 
A. Robledo 
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The singular dynamics at critical attractors of even the simplest
one dimensional nonlinear iterated maps is of current interest

to statistical physicists because it provides insights into the limits of
validity of the Boltzmann-Gibbs (BG) statistical mechanics. This
dynamics also helps inspect the form of the possible generaliza-
tions of the canonical formalism when its crucial supports, phase
space mixing and ergodicity, break down.

The fame of the critical attractors present at the onset of chaos
in the logistic and circle maps stems from their universal proper-
ties, comparable to those of critical phenomena in systems with
many degrees of freedom. At these attractors the indicators of
chaos withdraw, such as the fast rate of separation of initially close
by trajectories. As it is generally understood, the standard expo-
nential divergence of trajectories in chaotic attractors suggests a
mechanism to justify the property of irreversibility in the BG
statistical mechanics [1]. In contrast, the onset of chaos imprints
memory preserving properties to its trajectories.

The dynamical nature of trajectories is appraised on a regular
basis through the sensitivity to initial conditions ξt, defined as

(1)ξt(x0) ≡   lim
∆x0 → 0

(∆xt /∆x0), t large,

where ∆x0 is the initial separation of two trajectories and ∆xt that at
time t. For a one-dimensional map it has the form ξt(x0) = exp(λ1t),
with λ1 > 0 for chaotic attractors and λ1 < 0 for periodic ones. The
number λ1 is called the Lyapunov coefficient.At critical attractors λ1

= 0 and ξ t does not settle onto a single-valued function but
exhibits instead fluctuations that grow indefinitely. For initial posi-
tions on the attractor ξt develops a universal self-similar temporal
structure and its envelope grows with t as a power law.

It has been recently corroborated [2]-[5] that the dynamics at
the critical attractors associated with the three familiar routes to
chaos, intermittency, period doubling and quasiperiodicity [6],
obey the features of the q-statistics, the generalization of BG sta-
tistics based on the q-entropy Sq [7]. The focal point of the
q-statistical description for the dynamics at such attractors is a ξt

associated with one or several expressions of the form  

(2)ξt(x0) = expq[λq(x0) t],

where q is the entropic index and λq is the q-generalized Lyapunov
coefficient. Also the identity K1 = λ1 (where the rate of entropy
production K1 is given by K1t = SBG(t) - SBG(0) with SBG the Boltz-
mann-Gibbs entropy) generalizes to 

(3)Kq = λq,

where the rate of q-entropy production Kq is defined via Kqt =
Sq(t) - Sq(0) [3], [4], [7].

Tsallis q index & Mori’s q-phase transitions 
The central issue of research in q-statistics is perhaps to confirm
the occurrence of special values for the entropic index q for any
given system and to establish their origin. In the case of critical
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attractors the allowed values for q are obtained from the univer-
sality class parameters to which the attractor belongs. For the
simpler cases, the pitchfork and the tangent bifurcations, there is
a single well-defined value for the index q [2]. The pitchfork bifur-
cations form the sequence of period doublings that culminate in
the chaos threshold whereas at the tangent bifurcation chaos
develops via intermittency. For critical multifractal attractors, as in
the period doubling accumulation point and in the quasiperiodic
onset of chaos, the situation is more complicated and there appear
to be a multiplicity of indexes q but with precise values given by
the attractor scaling functions. They come out in pairs and are
related to the occurrence of dynamical ‘q-phase’ transitions [4],
and these are identified as the source of the special values for the
entropic index q. The q-phase transitions connect qualitatively
different regions of the multifractal attractor.

The main quantities in the thermodynamic formalism of
q-phase transitions (developed by Mori and colleagues in the late
80’s [8]) are the spectral functions φ(q) and ψ(λ), related to each
other via Legendre transformation, the function of generalized
Lyapunov coefficients λ(q), given by λ(q) ≡ dφ(q)/dq, and the
variance v(q) ≡ dλ(q)/dq. The functions φ(q) and ψ(λ) are the
dynamic counterparts of the multifractal dimensions D(q) and
the spectrum f(α) that characterize the geometric structure of
the attractor [6]. As with ordinary thermal 1st order phase transi-
tions, a q-phase transition is indicated by a section of linear slope
mc = 1 - q in the ‘free energy’ ψ(λ), a discontinuity at q = q in the
‘order parameter’ λ(q), and a divergence at q in the ‘susceptibility’
v(q). Actually an infinite family of such transitions takes place
but of rapidly decreasing strengths [4], [5].

Tangent & pitchfork bifurcations 
The tangent bifurcations of unimodal (one hump) maps of gen-
eral nonlinearity z > 1 display weak insensitivity to initial
conditions, i.e. power-law convergence of orbits when at the left-
hand side (x < xc) of the point of tangency xc. However at the
right-hand side (x > xc) of the bifurcation there is a ‘super-strong’
sensitivity to initial conditions, i.e. a sensitivity that grows faster
than exponential [2]. The two different behaviors can be couched

as a q-phase transition with indexes q and 2 - q for the two sides of
the tangency point. The pitchfork bifurcations display weak insen-
sitivity to initial conditions.

For the tangent bifurcations one has always q = 3/2, while for
the pitchfork bifurcation one has q = 5/3. Notably, these results for
the index q are valid for all z > 1 and therefore define the exis-
tence of only two universality classes for unimodal maps [2]. The
treatment of the tangent bifurcation differs from other studies of
intermittency transitions in that there is no feedback mechanism
of iterates from an adjacent chaotic region. Therefore, impeded or
incomplete mixing in phase space (a small interval neighbour-
hood around x = xc) arises from the special ‘tangency’ shape of the
map at the transitions that produces monotonic trajectories. This
has the effect of confining or expelling trajectories causing anom-
alous phase-space sampling, in contrast to the thorough coverage
in generic states with λ1 > 0.

Period-doubling accumulation point 
For a unimodal map of nonlinearity z > 1 (e.g. the logistic map
has z = 2) with extremum at x = 0 and control parameter µ the
onset of chaos is obtained at the accumulation point µ∞ of the µ
values for the pitchfork bifurcations µn, n = 1, 2, …, [6]. This is
often called the Feigenbaum attractor which reappears in multi-
ples together with the precursor cascade of period-doubling
bifurcations in the infinite number of windows of periodic tra-
jectories that interpose the chaotic attractors beyond µ∞. The
number of cascades within each window is equal to the period of
the orbit that emerges at the tangent bifurcation at its opening. See
Fig. 1. The dynamics at the Feigenbaum attractor has been ana-
lyzed recently [3], [4]. By taking as initial condition x0 = 0 at µ∞ it
is found that the resulting orbit of period 2∞ consists of trajectories
made of intertwined power laws that asymptotically reproduce the
entire period-doubling cascade that occurs for µ < µ∞ (see Fig. 2b)
It was established that ξt has precisely the form of a set of inter-
laced q-exponentials, of which the q-indexes and the sets of
associated q-Lyapunov coefficients λq were determined. As men-
tioned, the appearance of a specific value for the q index (and
actually also that for its conjugate value Q = 2 - q) turns out to be
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due to the occurrence of q-phase transitions between ‘local attrac-
tor structures’ at µ∞. The values of the q-indexes are obtained from
the discontinuities of the universal trajectory scaling function σ.
This function characterizes the multifractal by measuring how
adjacent positions of orbits of period 2n approach each other as n
→ ∞ [9]. The main discontinuity in σ is related to the most
crowded and most sparse regions of the attractor and in this case
q = 1 - ln 2/(z - 1) ln αF , where αF is the universal scaling constant
associated with these two regions. Furthermore, it has also been
shown [3], [4] that the dynamical and entropic properties at µ∞
are naturally linked through the q-exponential and q-logarithmic
expressions, respectively, for the sensitivity ξt and for the entropy
Sq in the rate of entropy production Kq.

Quasiperiodicity & golden mean route to chaos 
A recent study [5] of the dynamics at the quasiperiodic onset of
chaos in maps with zero slope inflection points of cubic nonlin-
earity (e.g. the critical circle map) shows strong parallelisms with
the dynamics at the Feigenbaum attractor described above.
Progress on detailed knowledge about the structure of the orbits
within the golden-mean quasiperiodic attractor, see Fig. 2b,
helped determine the sensitivity to initial conditions for sets of
starting positions within this attractor [5]. It was found that ξt is
made up of a hierarchy of families of infinitely many intercon-
nected q-exponentials. Here again, each pair of regions in the
multifractal attractor, that contain the starting and finishing
positions of a set of trajectories, leads to a family of q-exponentials
with a fixed value of the index q and an associated spectrum of q-
Lyapunov coefficients λq.

As in the period doubling route to chaos, the quasiperiodic
dynamics consists of an infinite family of q-phase transitions, each
associated to trajectories that have common starting and finishing
positions located at specific regions of the multifractal. The spe-
cific values of the variable q (in the thermodynamic formalism) at
which the q-phase transitions take place are the same values for
the entropic index q in ξt. The transitions come in pairs at q and

2 - q as they are tied down to the expressions for λq in ξt. Again,
the dominant dynamical transition is associated to the most
crowded and sparse regions of the multifractal, and the value of its
q-index is [5] q = 1- lnwgm/2 lnαgm where wgm = (√—

5 - 1)/2 is the
golden mean and αgm is the universal constant that plays the
same scaling role as αF .

Structure in dynamics 
The dynamical organization within critical multifractal attractors is
difficult to resolve from the consideration of a straightforward
time evolution, i.e. the record of positions at every time t for a tra-
jectory started at an arbitrary position x0 within the attractor. In this
case what is observed are strongly fluctuating quantities that persist
in time with a scrambled pattern structure that exhibits memory
retention. Unsystematic averages over x0 would rub out the details
of the multiscale dynamical properties we uncovered. On the other
hand, if specific initial positions with known location within the
multifractal are chosen, and subsequent positions are observed only
at pre-selected times, when the trajectories visit another selected
region, a distinct q-exponential expression for ξt is obtained.

Manifestations of q-statistics in condensed matter
problems 
There are connections between the properties of critical attractors
referred to here and those of systems with many degrees of
freedom at extremal or transitional states. Three specific examples
have been recently developed (see Table). In one case the dynam-
ics at the chaos threshold via intermittency has been shown to be
related to that of intermittent clusters at thermal critical states
[10]. In the second case the dynamics at the noise-perturbed
period-doubling onset of chaos has been found to show paral-
lelisms with the glassy dynamics observed in supercooled
molecular   liquids [11]. In the third case the known connection
between the quasiperiodic route to chaos and the localization
transition for transport in incommensurate systems is analyzed
from the perspective of the q-statistics [12].
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m Fig. 2: (a) Absolute values of positions in logarithmic scales of the first 10000 iterations for the trajectory of the logistic map at the
onset of chaos µ∞ with initial condition x0 = 0.The numbers correspond to iteration times.The power-law decay of time
subsequences mentioned in the text can be clearly appreciated. (b) Positions θ(t) vs t in logarithmic scales for the orbit with initial
condition θ(0) = 0 of the critical circle map for the golden-mean winding number.The labels indicate iteration time t where Fn is the
Fibonacci number of order n.
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Critical clusters & intermittency 
The dynamics of fluctuations of an equilibrium critical state in
standard models of a magnetic or fluid system is seen to be relat-
ed to the dynamics at a critical attractor for intermittency. The
connection can be examined when instead of the entire critical
system a single unstable cluster of excess magnetization or densi-
ty of size R is considered. The analysis, initially developed by
Contoyiannis and colleagues [13], has been reconsidered recently
in connection with q-statistics [10].

An important element in the analysis is the determination of
the order parameter φ(r) of a large cluster by withholding only its
most probable configurations from a coarse-grained partition
function Z. The conditions under which these configurations
dominate are evaluated as these determine an instability of the
cluster. The instability can be expressed as an inequality between
two lengths in space. This is r0 >> R, where r0 is the location of a
divergence in the expression for φ(r). In a coarse-grained time
scale the cluster is expected to evolve by increasing its average
amplitude φ– and/or size R because the subsystem studied repre-
sents an environment with unevenness in the states of the
microscopic degrees of freedom (e.g. more spins up than down).
Increments in φ– for fixed R takes the position r0 for the singulari-
ty closer to R, the dominance of this configuration in Z decreases
accordingly and rapidly so. When the divergence is reached at r0

= R the profile φ(r) no longer describes the spatial region where
the subsystem is located. But a subsequent fluctuation would
again be represented by a cluster φ(r) of the same type. From this
renewal process we obtain a picture of intermittency [10].

Amongst the static and dynamical properties for such single
critical cluster of order parameter φ(r) we mention [10]: 1) The
faster than exponential growth with cluster size R of the space-
integrated φ suggests nonextensivity of the BG entropy but
extensivity of a q-entropy expression. 2) The finding that the
time evolution of φ is described by the dynamics of the critical
attractor for intermittency which implies an atypical sensitivity
to initial conditions compatible with q-statistics. 3) Both, the
approach to criticality and the infinite-size cluster limit at criti-
cality manifest through a crossover from canonical to q-statistics.

Glassy dynamics & noise-perturbed Feigenbaum attractor 
The erratic motion of a Brownian particle is usually described by
the Langevin theory. As it is well known, this method finds a way
round the detailed consideration of many degrees of freedom by
representing the effect of collisions with molecules in the fluid in

which the particle moves by a noise source. The approach to
thermal equilibrium is produced by random forces, and these are
sufficient to determine dynamical correlations, diffusion, and a
basic form for the fluctuation-dissipation theorem. In the same
spirit, attractors of nonlinear low-dimensional maps under the
effect of external noise can be used to model states in systems with
many degrees of freedom. In a one-dimensional map with only
one control parameter µ the consideration of external noise of
amplitude σ could be thought to represent the effect of many
other systems coupled to it, like in the so-called coupled map lat-
tices [9]. The general map formula can be seen to represent a
discrete form for a Langevin equation with nonlinear ‘friction
force’ term [11].

The dynamics of noise-perturbed logistic maps at the chaos
threshold has been shown to exhibit parallels with the most
prominent features of glassy dynamics in, for example, super-
cooled liquids. In this analogy the noise amplitude σ plays a role
similar to the temperature difference from a glass transition tem-
perature. Specifically our results are [11]:
1) Two-step relaxation occurring in trajectories and in their two-
time correlations when σ → 0.
2) A map equivalent to a relationship between the relaxation
time and the configurational entropy.
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b Fig. 3: Glassy diffusion
in the noise-perturbed
logistic map. (a) Repeated-
cell map (blue) and
trajectory (red). (b) Time
evolution of the mean
square displacement <x 2

t > -

<xt >2 for an ensemble of
1000 trajectories with
initial conditions
randomly distributed
inside [-1; 1]. Curves are
labeled by the value of
the noise amplitude.

m Table: Summary.The three routes to chaos, properties and
applications.



3) Both, trajectories and their two-time correlations obey an
‘aging’ scaling property typical of glassy dynamics when σ → 0.
4) A progression from normal diffusiveness to subdiffusive behav-
ior and finally to a stop in the growth of the mean square
displacement as demonstrated by the use of a repeated-cell map.
(see Fig. 3) The existence of this analogy is perhaps not accidental
since the limit of vanishing noise amplitude σ → 0 involves loss of
ergodicity.

Localization & quasiperiodic onset of chaos 
One interesting problem in condensed matter physics that
exhibits connections with the quasiperiodic route to chaos is the
localization transition for transport in incommensurate systems,
where the discrete Schrödinger equation with a quasiperiodic
potential translates into a nonlinear map known as the Harper
map [14]. In this equivalence the divergence of the localization
length corresponds to the vanishing of the ordinary Lyapunov
coefficient. It is interesting to note that the basic features of
q-statistics in the dynamics at critical attractors mentioned here
turn up in the context of localization phenomena.
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Nonextensive statistical
mechanics and complex
scale-free networks
Stefan Thurner
Complex Systems Research Group HNO, Medical University of
Vienna,Währinger Gürtel 18-20, A-1090 Vienna, Austria

One explanation for the impressive recent boom in network
theory might be that it provides a promising tool for an

understanding of complex systems. Network theory is mainly
focusing on discrete large-scale topological structures rather than
on microscopic details of interactions of its elements. This view-
point allows to naturally treat collective phenomena which are
often an integral part of complex systems, such as biological or
socio-economical phenomena. Much of the attraction of network
theory arises from the discovery that many networks, natural or
man-made, seem to exhibit some sort of universality, meaning
that most of them belong to one of three classes: random, scale-free
and small-world networks. Maybe most important however for
the physics community is, that due to its conceptually intuitive
nature, network theory seems to be within reach of a full and
coherent understanding from first principles.

Networks are discrete objects made up of a set of nodes which
are joint by a set of links. If a given set of N nodes is linked by a
fixed number of links in a completely random manner, the result
is a so-called random network, whose characteristics can be rather
easily understood. One of the simplest measures describing a net-
work in statistical terms is its degree distribution, p(k), (see box 1).
In the case of random networks the degree distribution is a Pois-
sonian, i.e., the probability (density) that a randomly chosen node

has degree k is given by p(k) =  λ
ke-λ

—
k!

, where λ = k
_

is the average 

degree of all nodes in the network. However, as soon as more com-
plicated rules for wiring or growing of a network are considered,

europhysics news NOVEMBER/DECEMBER 2005218

FEATURES

The degree ki of a particular node i of the network is the
number of links associated with it. If links are directed they
either emerge or end at a node, yielding the diction of out- or
in-degree, respectively. The degree distribution p(k) is the
probability for finding a node with degree k in the network. In
(unweighted) networks the degree distribution is discrete and
often reads, p(k) = p(1)e k/

q q with > 0 being some charac-
teristic number of links. Apart from the degree distribution,
important measures to characterize network topology are the
clustering coefficient ci, and the neighbor connectivity knn.
The clustering coefficient measures the probability that two
neighboring nodes of a node i are also neighbors of each other,
and is thus a measure of cliquishness within networks. The
neighbor connectivity is the average degree of all the nearest
neighbors of node i. When plotted as a function of k, a non-
trivial distribution of the average of c allows statements about
hierarchic structures within the network, while knn serves as a
measure of assortativity.

Some network measures
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the seemingly simple concept of a network can become rather
involved. In particular, in many cases the degree distribution
becomes a power-law, bare of any characteristic scale, which rais-
es associations to critical phenomena and scaling phenomena in
complex systems. This is the reason why these types of networks
are often called complex networks. A further intriguing aspect of
dynamical complex networks is that they can potentially provide
some sort of toy-model for ‘nonergodic’ systems, in the sense that
not all possible states (configurations) are equally probable or
homogeneously populated, and thus can violate a key assumption
for systems described by classical statistical mechanics.

Over the past two decades the concept of nonextensive statisti-
cal mechanics has been extremely successful in addressing critical
phenomena, complex systems and nonergodic systems [1, 2].
Nonextensive statistical mechanics is a generalization of Boltz-
mann-Gibbs statistical mechanics, where entropy is defined as 

(1)

where BG stands for Boltzmann-Gibbs. If – in the philosophy of
the maximum entropy principle – one extremizes Sq under certain
constraints, the corresponding distribution is the q-exponential
(see box in editorial paper by C. Tsallis and J.P. Boon). Another
sign for the importance and ubiquity of q-exponentials in nature
might be due to the fact that the most general Boltzman factor
for canonical ensembles (extensive) is the q-exponential, as was
recently proved in [3]. Given the above characteristics of networks
and the fact that a vast number of real-world and model networks
show asymptotic power-law degree distributions, it seems almost
obvious to look for a connection between networks and nonex-
tensive statistical physics.

Since the very beginning of the recent modeling efforts of
complex networks it has been noticed that degree distributions
asymptotically follow power-laws [4], or even exactly q-exponen-
tials [5]. The model in [4] describes growing networks with a
so-called preferential attachment rule, meaning that any new
node being added to the system links itself to an already existing
node i in the network with a probability that is proportional to
the degree of node i, i.e. plink ∝ ki. In [5] this model was extended to
also allow for preferential rewiring. The analytical solution to the
model has a q-exponential as a result, with the nonextensivity
parameter q being fixed uniquely by the model parameters.

However, it has been found that networks exhibiting degree dis-
tributions compatible with q-exponentials are not at all limited to
growing and preferentially organizing networks. Degree distribu-
tions of real-world networks as well as of models of various kinds
seem to exhibit a universality in this respect. In the remainder we
will review a small portion of the variety of networks which poten-
tially have a natural link to non-extensive statistics. Even though
there exists no complete theory yet, there is substantial evidence for
a deep connection of complex networks with the q ≠ 1 instance in
nonextensive statistical mechanics.

Recently in [6] preferential attachment networks have been
embedded in Euclidean space, where the attachment probability for
a newly added node is not only proportional to the degrees of exist-
ing nodes, but also depends on the Euclidean distance between
nodes. The model is realized by setting the linking probability of a
new node to an existing node i to be plink ∝ ki/r α

i (α ≥ 0), with ri

being the distance between the new node and node i; α = 0 corre-
sponds to the model in [4] which has no metrics. In a careful

analysis the degree distributions of the resulting networks have
been shown to be q-exponentials with a clear α-dependence of the
nonextensivity parameter q. In the large α limit, q approaches one,
i.e., random networks are recovered in the Boltzmann-Gibbs limit.

In an effort to understand the evolution of socio-economic
networks, in [7] a model was proposed that builds upon [5] but
introduces a rewiring scheme which depends on the internal
network distance between two nodes, i.e., the number of steps
needed to connect the two nodes. The emerging degree distribu-
tions have been subjected to a statistical analysis where the
hypothesis of q-exponentials could not be rejected.

A model for nongrowing networks which was recently put for-
ward in [8] also unambiguously exhibit q-exponential degree
distributions. This model was motivated by interpreting networks
as a certain type of ‘gas’ where upon an (inelastic) collision of two
nodes, links get transfered in analogy to the energy-momentum
transfer in real gases. In this model a fixed number of nodes in an
(undirected) network can ‘merge’, i.e., two nodes fuse into one
single node, which keeps the union of links of the two original
nodes; the link connecting the two nodes before the merger is
removed. At the same time a new node is introduced to the system
and is linked randomly to any of the existing nodes in the network
[9]. Due to the nature of this model the number of links is not
strictly conserved – which can be thought of as jumps between
discrete states in some ‘phase space’. The model has been further
generalized to exhibit a distance dependence as in [6], however ri

not being Euclidean but internal distance. Again, the resulting
degree distributions have q-exponential form. In Fig. 1 we show a
snapshot of this type of network pars pro toto for the many mod-
els exhibiting q-exponential degree distributions. The
corresponding (cumulative) degree distribution is shown in Fig. 2
in log-log scale, clearly exhibiting a power-law. Figure 3 shows
q-logarithms of the degree distribution for several values of q. It
is clear from the correlation coefficient of the q-logarithm with
straight lines (inset) that there exists an optimal value of q, which
makes the q-logarithm a linear function in k, showing that the
degree distribution is a q-exponential.
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m Fig. 1: Snapshot of a non-growing dynamic network with 
q-exponential degree distribution for N = 256 nodes and a
linking rate of  r

_
= 1, for details see [8, 9].The shown network

is small to make connection patterns visible.



A quite different approach was taken in [10] where an ensem-
ble interpretation of random networks has been adopted,
motivated by superstatistics [11]. Here it was assumed that the
average connectivity λ in random networks is fluctuating
according to a distribution Π(λ), which is sometimes associated
with a ‘hidden-variable’ distribution. In this sense a network
with any degree distribution can be seen as a ‘superposition’ of
random networks with the degree distribution given by

p(k) = ∫
∞

0
dλΠ(λ) λke-λ

—
k!

. In [10] it was shown as an exact example,

that a power-law functional form of Π(λ) leads to degree distrib-

utions of Zipf-Mandelbrot form, p(k)∝ 1—
(k0+k)γ

, which is equivalent 

to a q-exponential with an argument of k / · and given the sub-
stitutions, = (1 - q)k0 and q = 1 + 1/γ. Very recently a possible
connection between small-world networks and the maximum
Tsallis-entropy principle, as well as to the hidden variable
method [10], has been noticed in [12].

In yet another view of networks from a physicist’s perspective,
networks have recently been treated as statistical systems on a
Hamiltonian basis. It has been shown that these systems show a
phase transition like behavior [13], along which network structure
changes. In the low temperature phase one finds networks of ‘star’
type, meaning that a few nodes are extremely well connected
resulting even in a discontinuous p(k); in the high temperature
phase one finds random networks. Surprisingly, for a special type
of Hamiltonian, networks with q-exponential degree distributions
emerge right in the vicinity of the transition point [14].

While a full theory of how complex networks are connected to
q ≠ 1 statistical mechanics is still missing, it is almost clear that
such a relation should exist. It would not be surprising if an
understanding of this relation would arise from the very nature of
networks, being discrete objects. More specifically, it has been
conjectured for nonextensive systems that the microscopic
dynamics does not fill or cover the space of states (e.g. Γ-space
(6N dimensional phase space) for Hamiltonian systems) in a
homogeneous and equi-probable manner [2]. This possibly
makes phase space for nonextensive systems look like a network
itself, in the sense that in a network not all possible positions in
space can be taken, but that microscopic dynamics is restricted

onto nodes and links. In this view the basis of nonextensive sys-
tems could be connected to a network like structure of their ‘phase
space’. It would be fantastic if further understanding of network
theory could propel a deep understanding of nonextensive statis-
tical physics, and vice versa, making them co-evolving theories.
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m Fig. 2: Log-log representation of (cumulative) degree
distributions for the same type of network with various
system sizes N and   r

_
= 8.The distribution functions are from

individual network configurations without averaging over
identical realizations. On the right side the typical
exponential finite size effect is seen.

m Fig.3: q-logarithm of the (cumulative) distribution
function from the previous figure as a function of degree k.
Clearly, there exists an optimum q which allows for an
optimal linear fit. Inset: Linear correlation coefficient of lnq

P(≥ k) and straight lines for various values of q.The optimum
value of q is obtained when lnq P(≥ k) is optimally linear, i.e.,
where the correlation coefficient has a maximum. A linear lnq

means that the distribution function is a q-exponential; the
slope of the linear function determines . In this example
we get for the optimum q = 1.84, which corresponds to the
slope γ = 1.19 in the previous plot.
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Nonextensive statistical
mechanics : implications
to quantum information 
A. K. Rajagopal and R.W. Rendell,
Naval Research Laboratory, Washington, DC 

The interactions and correlations among the constituents of many-
body systems are manifested in characteristic physical properties
such as ferromagnetism, superconductivity, etc. A list of some that
have been studied in the last century is given in the Box (see
below). A parallel development in quantum information was
initially slow but over the past two decades progress has been very
rapid. Fundamentally this is another aspect of quantum correla-
tions in composite systems arising from the twin features of the
superposition principle and the tensor product structure of state
space. These features are not utilized in the same manner in quan-
tum many-body physics. In the Box, a corresponding parallel list
with properties of many-body systems is given because there has
been an interplay between the two research efforts and their under-
standing. The basic quantum mechanical principles apply to both
cases except different aspects are utilized because the goals are dif-
ferent in each.

Both areas of investigation are based on a probabilistic founda-
tion with a variational underpinning founded on an “entropy”
maximization, which may be called Quantum Statistical Mechan-
ics [1]. The specific form of the entropy as a functional of the

density matrix will be made explicit presently. See Table I for   def-
initions of density matrix and associated quantities.

The equilibrium properties of the many-body systems are
then given by a maximization of von Neumann entropy subject to
certain constraints such as the average value of the Hamiltonian of
the system - “energy”. This leads to the familiar exponential prob-
abilities of the Boltzmann-Gibbs (BG) form. Any non-
equilibrium properties are studied by a quantum time evolution
equation. Non-equilibrium properties such as the anomalous
relaxation in time are often analyzed with the quantum version
of the Tsallis entropy with an entropic index, q, which leads to
power- law probabilities in contrast to the BG type [2]. (See the
Box in the Introduction of Tsallis and Boon).

In quantum information, the maximum entropy scheme is
not of use because its origins are elsewhere as will be made clear
presently. The evolution is replaced by processing of information
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m Fig.1: Properties and Features of a Single Quantum Bit 

b Box: Explanation of
the terms

EPR – Einstein,
Podolsky, Rosen;
QI – Quantum
Information;
BEC – Bose – Einstein
Condensation;
BCS – Bardeen, Cooper,
Schrieffer;
EIT – Electromagne-
tically Induced
Transparency



accomplished by quantum operators, such as unitary or mea-
surement operators, enabling the passage of given initial
information to a known destination. The energy level (band-)
structure of the states plays the central role in determining the
global physical characteristics of the many body system which led
to the Silicon-based classical computer. In this development, the
classical information structure was sufficient in its construction
and operation. In contrast, the quantum information structure
exploits the state function of the many-body system and the
corresponding development of a quantum computer is presently
at an infant stage and it will perhaps be based on quantum optics
or state-space aspects of condensed matter. The Box gives a flavor
of this mutual relation between many-body systems and informa-
tion theory, highlighting the twin aspects of the quantum energy
level structure and the quantum state.

Classical information theory is a description of communicating
information (signals, alphabets, etc. denoted by real numbers xi,
i=1, 2,…N) from one place to another using systems governed by
classical physics. It rests on four intuitive ideas: (1) probability
structure of a message source, p(xi); (2) a notion of additive infor-
mation content, I(xi)= -log p(xi), where it is the sum of each if
there are independent sources; (3) use of a binary arithmetic (see
Fig. 1 - yes, no - classical bit), which is sufficient to develop

coding, error correction, etc. associated with transmission and
reception of information, and a unit of information, the classical
bit, log2; and (4) an additive measure of information, which
quantifies average information per symbol, the von Neumann

entropy, S = -∑
N

i = 1
p(xi) log p(xi). When more than one source is 

considered, generalization of these concepts lead to the notions
of (a) marginal probabilities, (b) conditional probabilities, and
related entropies, and (c) relative entropy which enables compar-
ison of two sources. The above description is for digital sources.
There are also continuous sources (e.g. light) which describe
analog systems. All this changes dramatically when quantum
physics is the underpinning structure. To appreciate this change,
we first display the foundations of quantum theory that subsumes
classical theory (see Table 1 for the relevant definitions).

Quantum theory involves (a) superposition principle, (b)
uncertainty principle, and (c) the system density matrix govern-
ing the probabilistic description of the system. Physical quantities
associated with the system are represented by Hermitian operators
whose average values defined in terms of the system density
matrix give their measured values. The density matrix replaces the
probability of occurrence of events in classical theory. The classi-
cal bit now takes on a more general representation, because in the

quantum description the superposi-
tion principle comes into play. See
Fig. 1, for a pictorial representation of
a qubit. Conceptually these three fea-
tures give a more general description
of the system than the classical theory.
Thus the classical information theory
based on probabilities associated
with signals and the consequent the-
oretical structure defining entropy as
the information measure, algorithms,
coding of information, etc. are all
generalized in the quantum version
with important consequences. The
superposition principle precludes
cloning and deletion of information
and significantly improves the classi-
cal search algorithm. The uncertainty
principle places conditions on mea-
surements of a certain class of
physical variables of the system and
when there is more than one signal or
source, gives conditions for “inde-
pendence” or “separability” of the
systems. In fact, classically correlated
signals become generalized to include
entanglement and other nonlocal
features in the quantum context. See
Fig. 2 for a description of these con-
cepts in the simple case of two qubits.
More precisely, quantum entangle-
ment implies that the parts do not
determine the whole. This feature
gave rise to dense coding, “tele-
portation” and novel quantum
cryptography that have no classical
counterparts. Grover’s quantum
search algorithm exploits the super-
position principle and makes the
search faster than the classical version.
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The Shor quantum factorization algo-
rithm is another successful application.
For a detailed exposition, one may con-
sult [3].

The hallmark of quantum physics is
quantum non- locality which often
involves entanglement, whereby distant
systems can exhibit random yet perfect-
ly correlated behavior. A fundamental
problem in quantum information sci-
ence is the characterization of entangled
states and their measurement. Original-
ly this was stated in terms of a violation
of a certain inequality due to Bell by
measuring a sequence of correlations
that could not be explained by any local
realistic model. This violation was taken
to indicate quantum non- locality.
Experimental tests of the Bell inequality
have established this feature of quan-
tum theory. While this violation detects
entanglement, it does not quantify it
nor is it guaranteed to succeed. Werner
defined the separability of states as fol-
lows: if the system density matrix,
ρ(A,B), of a composite system (AB) (see
Table 1) can be written as a sum of the
products of the density matrices of its
components, ρi(A) & ρi(B) in the form

ρ(A,B) = ∑
i

wiρi(A)⊗ρi(B), 0 ≤ wi ≤ 1, 

and ∑
i

wi = 1, then the system is separable

Those composite systems for which this
decomposition does not hold are said to
be entangled. A criterion for testing this
property was first stated by Peres: if the
density matrix of the composite state
does not retain its property of positive
semi-definiteness under the action of
time reversal of one of the subsystems,
then the system is entangled. The entan-
glement measure is often stated in terms
of “entropy of formation”, originally
formulated in terms of the von Neu-
mann entropy for pure states given in
Table 1. Since entanglement is due to
intrinsic correlations among the parts
making up a system, it is not obvious
that one could employ an additive
measure for this purpose. This point is
the subject of discussion to this day [4].
An additive measure of a system is
defined by the sum of the correspond-
ing measures of its components (see
Table 1). If the system is entangled, it is
not clear that additive measures such as von Neumann entropy
would be appropriate in general. Anticipating the possibility of a
non-additive feature of entanglement, the Tsallis entropy was
employed to characterize it. This was shown to be more successful
in correctly obtaining the separability criterion of a certain known
state where the von Neumann measure gives the wrong answer [5,
6, 7, 8, 9]. Table 2 gives a summary of these results. In this Table,
we consider a simple special composite mixed state of two qubits

called the Werner state, which is a sum of pure state density matrix
and a density matrix representing noise: (I2 ⊗ I2)/4. By noise is
meant that all the four states of this system occur with equal prob-
ability, 1/4. This state has the interesting property of being an
entangled pure state for F=1, but a separable mixed state for cer-
tain values of F. The separability condition is deduced by various
methods and these are compared with the exact result obtained by
the Peres criterion in Table 2.

europhysics news NOVEMBER/DECEMBER 2005 223

FEATURES

m Fig.2: Illustration of quantum entanglement based on a single two quantum-bit
example. Salient features of pure and mixed state density matrices are also illustrated.

m Table 2: Comparison of Separability Criteria of the Werner State



Another fundamental issue is the proper discriminating measure
when two systems are under consideration. In classical information
theory, one employs the Kullback – Leibler relative entropy for this
purpose which also has its quantum version. These are also additive
measures and the Tsallis counterparts of these have been put
forward and employed in the quantum context as well [10, 11].
There is promise in future work using the Tsallis approach to
problems arising in quantum information theory, especially in the
areas of quantum algorithms and quantum computing.

There has been some discussion of the thermodynamics of
information, in particular quantum information. Since there are
hints that quantum entanglement may not be additive, and since
the concept of entropy has been introduced into the discussion, an
examination of maximum Tsallis entropy subject to constraints
such as the Bell-Clauser- Horne-Shimony-Holt observable was
studied for purposes of inferring quantum entanglement [5, 6].
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E lectroencephalograms (EEG) are brain-signals that provide us
with information about the mean brain electrical activity, as

measured at different sites of the head. EEGs not only provide
insight concerning important characteristics of the brain activity
but also yield clues regarding the underlying associated neural
dynamics. The processing of information by the brain is reflected in
dynamical changes in this electrical activity. The ensuing activity-
variations are found in (i) time, (ii) frequency, and (iii) space. It is
then very important to have theoretical tools able to describe qual-
itative and quantitative variations of these brain-signals in both
time and frequency. Epileptic signals (ES) are specially important
sources of brain information. We concentrate on ES in this article.
The EEG-signal is what mathematicians call a non stationary time-
series (ST). Powerful analytical methods have been developed over
the years to extract information from ST. The brain ST is contami-
nated by another body-signals (called artifacts) due mainly to eye
movements and muscle activity. Artifacts related to muscle con-
tractions are specially troublesome in the case of epileptic seizures
that exhibit rigidity and convulsions (called tonic-clonic seizures).
The troublesome artifacts acquire here very high amplitudes that
contaminate the whole recording. A drastic way of preventing this
contamination is by injecting curare to the patient. The classic work
of this type is that of Gastaut and Boughton (GAB) [1], who
described the characteristic frequency pattern of a tonic-clonic
epileptic seizure (ACES) in patients subjected to muscle relaxation
from curarization and artificial respiration. They found that, after a
short period characterized by phase desynchronization of the brain’
signals, a typical feature appears in the records, baptized by them as
an “epileptic recruiting rhythm” (ERR, at about 10 Hz). Later, as
the seizure ends, they detected a progressive increase of lower
frequencies associated with the convulsive phase. The TCES pro-
ceeds as follows: about 10 s after seizure onset, lower frequencies
(0.5-3.5 Hz) are observed that gradually diminish their activity. The
convulsive activity is associated to generalized polyspike bursts from
muscle-jerks. Very slow irregular activity dominates then the EEG,
accompanied with a gradual frequency increase of up to (3.5 - 12.5
Hz), indicative of the end of the seizure.

In Fig. 1.a we depict a typical EEG signal (sample frequency
ωs = 102.4 Hz, for signal acquisition details see Ref. [2]) corre-
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sponding to a TCES. Recordings were performed under video
control in order to have an accurate determination of the differ-
ent stages of the seizure. The seizure starts at 80 s, with a
“discharge” of slow waves superposed by fast ones with lower
amplitude. This discharge lasts approximately 8 s and has a mean
amplitude of 100 µV . Afterwards, the seizure spreads, making the
analysis of the EEG more difficult due to muscle artifacts. Howev-
er, it is possible to establish the beginning of the convulsive phase
at around 125 s, and the end of the seizure at 155 s, where there is
an abrupt decay of the signal’s amplitude. Notice that it is almost
impossible to visually detect the rigidity-to-convulsions (tonic-
clonic) transition.

In the mathematical characterization of these brain electrical
signals, that one regards as a time-series, we follow what is called
a “Wavelet Transform – Information Theory” approach that is
able to extract information form signals like that of Fig. 1. The
basic elements of the Math we used are called wavelet transform
coefficients that we derive from the EEG signal. It was our main
idea that of associating a probability distribution (PD) to this time
series. If one is in possession of a PD, then the branch of mathe-
matics called Information Theory allows one to evaluate specific
quantities, called quantifiers, that contain otherwise inaccessible
information. Thus we go from the “bare”-signal of Fig. 1 to
quantifiers that can tell us a lot about the EEG. We devised three
quantifiers for EEG analysis. For computing these quantifiers we
use another Math tool called “wavelet analysis”. This is a method
which expresses the original signal in terms of what is called a
basis of an space of functions. Wavelets are just an appropriate

basis, of elements here called ψj,k(t), and allow for characterizing
the signal by the amplitude-distribution in such a basis [3]. The
wavelet coefficients represent the elements Cj(k) of this distribu-
tion and efficiently provide both full information and a direct
estimation of signal-energies at different frequencies. The brain-
signal under analysis is given by sampled-values = {sn, n = 1, …,
M} collected using a uniform time grid. The wavelet-expansion is
carried out over all pertinent frequency-resolution levels (denoted
by an index j) and writen as (t) = ∑-1

j=-N ∑k Cj(k) ψ j,k(t), with
N = log2(M). The wavelet coefficient series {Cj(k)} can be inter-
preted as the local residual errors between successive signal-
approximations at scales j and j + 1. It contains information on
the signal (t) corresponding to the frequencies 2 j-1ω ≤ |ω| ≤
2jω .

Since the family {ψj,k(t)} is an orthonormal basis for the space
of functions, the concept of energy is linked with the usual
notions derived from Fourier’s theory for such spaces. The wavelet
coefficients are given by Cj(k) =< ,ψj,k> and the signal-energy, at
each resolution level j = -1, …,-N, will be εj = ∑k |Cj(k)|2. The total
signal-energy can be obtained in the fashion εtot = ∑j < 0 εj. Final-
ly, we define the normalized ρj-values, which represent the Relative
Wavelet Energy (RWE), ρj = εj/εtot. This RWE is our first quantifier.
We decided to regard these ρj, at different scales, as a probability
distribution for the energy. Clearly, ∑j ρj = 1 and the distribution
P = {ρj} can be considered as a time-scale energy probability den-
sity that constitutes a convenient tool for detecting and
characterizing specific phenomena in both the time and frequen-
cy planes [2, 4, 5].
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m Fig. 1: a) EEG signal for a tonic-clonic epileptic seizure.The seizure starts at 80 s and the clonic phase at 125 s.The seizure ends at
155 s. Notice that, visually, the dramatic transition from rigidity (tonic stage) to convulsions (clonic stage) around 125 s is not clearly
discernible. b) Time-evolution of the relative wavelet energy corresponding to EEG noise-free signal (without contribution of
frequency bands B1 and B2, representing frequency contributions > 12.8 Hz corresponding mainly to muscular activity that blur the
EEG signal). From this figure it is clear that the seizure is dominated by the middle frequency bands B3 and B4 (12.8 - 3.2 Hz), with a
corresponding abrupt activity decreases in the low frequency bands B6 and B6 (3.2 - 0.8 Hz).This behavior can be associated with
the “epileptic recruiting rhythm” - 10 Hz (shadowed area in the figure).The vertical lines represent the start and the ending of the
epileptic seizure.



Information theory introduces tools, called entropic information
measures, that provide useful criteria for analyzing and comparing
different probability distributions. In looking for degrees of “disor-
der” in our brain-signal, we devised a math-tool, our second
quantifier, that we call a Generalized Escort-Tsallis Entropy (GWS)
[4]. It is written as

(1)

is a normalization constant that enforces the convenient
inequalities 0 ≤ ≤ 1, that simplify the analysis to be performed.

The GWS is a measure of the degree of order/disorder of the
signal and thus yields useful information concerning the underlying
dynamical brain-process associated with the signal. Indeed, a very

ordered process can be represented by a periodic mono-frequency
signal (signal with a narrow band spectrum). A wavelet representa-
tion of such a signal will be resolved at just one unique wavelet
resolution level j, i.e., all relative wavelet energies will be (almost) zero
except at the wavelet resolution level j which includes the represen-
tative signal’s frequency. For this special level, the relative wavelet
energy will be (in our chosen energy units) almost equal to unity.As
a consequence, the GWS will acquire a very small, vanishing value.
A signal generated by a totally random or chaotic process can be
taken as the representative of a very disordered behavior. This kind
of signal will have a wavelet representation with significant contri-
butions coming from all frequency bands. Moreover, one could
expect that all contributions will be of the same order. Consequent-
ly, the relative wavelet energy will be almost equal at all resolutions
levels, and the GWS will acquire its maximum possible value.
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m Fig. 2: Temporal evolution of two quantifiers a) the normalized escort-Tsallis wavelet entropy (GWS) and b) Jensen escort-Tsallis
wavelet statistical complexity measure (JGWC), corresponding to an EEG noise-free signal (see caption Fig. 1).The behaviour of the
GWS clearly varies with q (see Figs. 2.a) in the temporal domain. During the pre- and post-ictal stages, these normalized GWS-values
acquire a rather regular, constant behaviour, with a dispersion that diminishes as q grows. For all q ≥ 1, the normalized GWS (JGWC)
values during the ictal stage are much smaller (greater) than those pertaining to the pre-ictal stage.This difference is better
appreciated in the time range corresponding to the “epileptic recruiting rhythm” (represented by a shadowed area in the figure).
These features suggest that the escort-Tsallis entropy measure constitutes the appropriate tool for characterizing the tonic and
clonic stages.The minimum absolute value of the normalized entropy is to be found in the vicinity of ~ 125 s, in agreement with the
medical diagnosis: in that neighbourhood one encounters the tonic-clonic “phase transition”. c) Ratio between the temporal mean
value corresponding to ictal and pre-ictal epochs as function of the parameter q for the normalized escort-Tsallis wavelet entropy
(GWS). d) Same for Jensen-escort-Tsallis wavelet statistical complexity measure (JGWC).This behaviour clearly illustrates the
superiority of the q > 1 techniques that magnify differences between ictal and pre-ictal stages, critical for clinical purposes.
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Ascertaining the degree of unpredictability and randomness of
a system is not automatically tantamount to adequately grasping
all the correlational structures that may be present, i.e., to be in a
position to capture the relationship between the components of
the pertinent physical system (here, the brain) [5, 6, 7]. Random-
ness, on the one hand, and structural correlations on the other
one, are not totally independent aspects of the accompanying
physical description. Certainly, the opposite extremes of perfect
order and maximal randomness possess no structure to speak of
(zero complexity). In between these two special instances a wide
range of possible degrees of physical structure exists that should
be reflected in the features of the underlying probability distribu-
tion P (here, that for the EEG). A new notion has been recently
introduced in this respect, called “complexity”. Complexity is a
measure of off-equilibrium “order”. It refers to non-equilibrium
structures that arise spontaneously in certain situations. This
type of “order” is not the one associated, for instance, with crystal
structures, for which the entropy is very small. Biological life is a
typical example of the kind of “new” order one has in mind here,
associated with relatively large entropic values.

We adopt the following functional form for the “statistical
complexity measure” (SCM) introduced by López-Ruiz, Mancine
and Calbet [7] for a given probability distribution P:

(2)C[P] = H[P] · Q[P] ,

where Q stands for the so-called “disequilibrium” and H (defined
above) represent the amount of “disorder”. The quantity
Q[P] = Q0 · [P, Pe] is defined as a distance from the uniform
distribution Pe among the accessible states of the system, and Q0

is a normalization constant (0 ≤ Q ≤ 1). Q[P] tells us just “how
far” our P is located (in this space) from the uniform distribution
Pe. The disequilibrium Q would reflect on the systems’s “architec-
ture”, being different from zero if there exist “privileged”, or
“more likely” states among the accessible ones. Here we choose

[P, Pe] as the Jensen-escort-Tsallis divergence [8] given by

(3)

where [P1|P2] represent the q-Kullback escort-Tsallis entropy
of P1 with respect to P2 (both discrete distributions) given by

(4)

and A[P] = ∑N
j=1 (pj)1/q. The corresponding Jensen-escort-Tsallis

wavelet statistical complexity measure (JGWC), C (G)
J,q is in this way

obtained if we consider for the complexity evaluation (Eqs. (2) to
(4)) that distribution P given by the RWE. The JGWC is our third
quantifier.

For EEG-work six frequency bands are important for an appro-
priate wavelet analysis [3]. We denote these 6 band-resolution
levels by Bj (| j | = 1, …, 6), and proceed as follows in the evalua-
tion of the three quantifiers that we have introduced above:
RWE, GWS and JGWC, we ignore the contributions from the B1

and B2 bands (> 12.8 Hz) that contain high frequency artifacts
related to muscular activity that blur the EEG [2]. Once the high
frequency artifacts are eliminated, we can analyze the time evolu-
tion of the above listed three wavelet quantifiers for the
“remaining” signal. For this purpose the signal is divided into
epochs of lengths L = 2.5 s each (M = 256 data).

Figure 1.b displays the quantifier RWE corresponding to the EEG
signal (Fig. 1.a) without contaminant artifact-contributions (B3

to B6). (The following, detailed description of the signal-analysis

can be omitted in a first reading.) We see that the initial (called
pre-ictal) phase is characterized by a dominance of low rhythms
(pre-ictal: [B5 + B6] ~ 50%). The seizure starts at 80 s with a
discharge of slow waves superimposed on low voltage fast activi-
ty. This discharge lasts approximately 8 s and produces a marked
“activity-rise” in the frequency bands B5 and B6, which reaches
80% of the RWE. Starting at 90 s, the low frequency activity, rep-
resented in our analysis by B5 and B6, decreases abruptly to relative
values lower than 10%, while the other frequency bands become
more important. We also observe in Fig. 1.b that the start of the
convulsive (clonic) phase is correlated with increased activity in
the B4 frequency band. After 140 s, when clonic discharges become
intermittent, the B5 activity rises up again till the end of the
seizure, when the B6 frequency activity also increases in very rapid
fashion and both frequency bands become clearly dominant. The
B5 and B6 frequency bands maintain this predominance through-
out the post-ictal phase. We conclude from this example that the
seizure is dominated by the middle frequency bands B3 and B4

(12.8-3.2 Hz), with a corresponding abrupt activity decrease in the
low frequency bands B5 and B6 (3.2-0.8 Hz). Clearly, this behav-
ior can be associated with the above described epileptic recruiting
rhythm (ERR) [1] (shadowed area in the figure). We emphasize
the fact that our results were obtained without the use of curare or
any filtering method.

The other quantifiers, GWS and JGWC, as a function of time,
are depicted in Figs. 2.a and 2.b. In their evaluation we ignore
contributions due to contaminant high frequency bands (B1 and
B2). The behavior of the GWS clearly varies with q (see Figs. 2.a) in
the temporal domain. During the pre- and post-crisis (ictal) stages,
these normalized GWS values acquire a rather regular, constant
behavior, with a dispersion that diminishes as the Tsallis’ q grows (see
Figs. 2.a and 2.c). For all q ≥ 1, the normalized GWS values during
the ictal stage are much smaller than those pertaining to the
pre-ictal stage. This difference is better appreciated in the time
range corresponding to the ERR (represented by a shadowed area
in the figure). One may therefore suggest that the escort-Tsallis
entropy measure, that we use here, constitutes the appropriate tool
for characterizing the tonic and clonic stages of the epileptic crisis.

The minimum absolute value of the normalized entropy is to
be found in the vicinity of ~ 125 s, in agreement with the medical
diagnosis: in that neighbourhood one encounters the tonic-clonic
“phase transition”, that one can detect by looking at the patient
but not by inspection of the bare record of Fig. 1. Two relative
maxima are observed at ~145 s and ~ 155 s. As stated above,
these times are associated with the ends of (i) the ERR and (ii)
the epileptic seizure, respectively. Changes in the EEG series
around 125 s (transition from tonic to clonic stage) are the result
of a mechanism entirely different from the one that produces vari-
ations at 145 and 155 s (neuronal “fatigue”, a decrease of the
neuronal firing rate with preponderance of inhibition factors, is
largely responsible for originating the end of the seizure).

Our JGWC-quantifier numerical results also depend upon the
Tsallis’ q. In fact, we see from Figs. 2.b and 2.d that the JGWS yields
values with a dispersion that diminishes as q grows (in particular
for the pre- and post-ictal periods). This behaviour can be clearly
appreciated in Figs. 2.c and 2.d, where the ratio between the tem-
poral mean values corresponding to ictal and pre-ictal epochs as
function of the parameter q for GWS and JGWC is shown. That is
for q < 1 the fluctuations in these quantifiers increase and for q > 1
decrease, specially in pre-ictal period. This fact (i) emphasizes the
difference between the mean values corresponding to pre-ictal and
ictal stages (increase of statistical significance); (ii) clearly illustrates
the superiority of the q > 1 Tsallis-techniques that magnify such
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differences, that are critical for clinical purposes. However, the
mean JGWS values are significatively larger in the ictal than in the
pre- and post-ictal epochs for all q ≥ 1.

The present article described informational tools derived from
the orthogonal discrete wavelet transform and their application to
the analysis of brain electrical signals. The quantifier (relative
wavelet energy) RWE provides information concerning the relative
energy associated with different frequency bands that are to be
found in the EEG and enables one to ascertain their corresponding
degree of importance. Our second quantifier, normalized wavelet
entropy (GWS), carries information about the degree of order/dis-
order associated with a multi-frequency signal response. Finally,
our third quantifier, the statistical wavelet complexity (JGWC),
provides us with a measure that reflects the intricate structures hid-
den in the brain-dynamics.

In particular, it becomes clear that the ERR behavior reported by
Gastaut and Broughton [1] for generalized TCES is accurately
described by the RWE quantifier. Moreover, the reported study
does not require the use of curare or of digital filtering. In addition,
a significant decrease in the entropy was observed in the recruit-
ment epoch, indicating a more rhythmic and ordered behavior of
the EEG signal, compatible with a dynamical process of synchro-
nization in the brain activity. In addition the recruiting phase also
exhibits larger values of statistical complexity.

It is well established that an EEG is directly proportional to the
local field potential recorded by electrodes on the brain’s surface.
Furthermore, one single EEG electrode placed on the scalp records
the aggregate electrical activity from up to 6 cm2 of the brain surface,
and hence from many millions of neurons. With such large num-
bers, is seems quite natural to model the neocortex as a continuous
sheet of neurons (neuronal matter) whose activity varies with time.
Taking into account the available results for (i) the chaoticity index
(the largest Lyapunov exponent with stationary constraints
removed) as a function of time and (ii) the largest Lyapunov expo-
nent for selected portions of the EEG signal, one can confidently
assert that a chaotic behavior can be associated with the whole EEG
signal. This chaoticity becomes smaller during the recruiting phase
[2]. As pointed out by many authors (see for instance [9]), the
coexistence of chaos with ordering and increasing complexity for
extended system is a manifestation of self-organization.We can thus
suggest, on the basis of experimental EEG data and using appropri-
ate statistical tools, that in the case of tonic-clonic epileptic seizures,
the epileptic focus triggers a self-organized brain state characterized
by both order and maximal complexity.
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P erhaps one of the most vivid and richest examples of the
dynamics of a complex system at work is the behavior of finan-

cial markets. The price formation process of a publicly traded
asset is clearly the product of a multitude of evasive interactions.
Individuals around the globe post orders to buy or sell a particular
stock at a particular price. Transactions are cleared at a certain price
at a given time, either by passing through the hands of a specialist
on the trading floor, or automatically on the many electronic
markets which have flourished along with technological advances
over the past few years (Fig. 1). Apart from fundamental properties
of the company whose stock is being traded, factors such as sup-
ply and demand clearly must affect the price of stocks, as well as
general trends in the particular industry in question. Stock specif-
ic events, such as mergers and acquisitions, have a big impact, as do
world events, such as wars, terrorist attacks and natural disasters.

Time series of financial data exhibit highly nontrivial statisti-
cal properties. What is quite fascinating is that many of these
anomalous properties appear to be universal, in the sense that
they are present in a variety of different asset classes, ranging for
example from commodities such as wheat or oil, to currencies and
individual stocks. Furthermore they are present across the geo-
graphical borders, and can be observed among others in US,
European and Japanese markets.

Finding a somewhat realistic model of price variations that can
capture the spectrum of interesting statistical features inherent in
real data is a challenging task, important for many real-world
reasons, such as risk control, the development of trading strategies,
option pricing and the pricing of credit risk to name a few. Bache-
lier’s random walk model in 1900 was the first attempt of a
mathematical model of price variations. While a century ago this
Gaussian stochastic process was state-of-the-art, and indeed lies at
the bottom of the celebrated Black-Scholes option pricing formal-
ism, we now know Figure 2: The empirical distribution of daily
returns from the stocks comprising the SP 100 (red) is fit very well
by a q-Gaussian with q = 1.4 (blue). that it is way too simple to
describe the properties of real data. In fact, during the past decade,
there has been an increasing and widespread access to data extract-
ed from financial markets. This includes for example every single
trade and quote of all stocks traded on the New York Stock
Exchange, records from various electronic markets, the entire order
book data from the London stock exchange, to name just a few
sources. These vast amounts of historical stock price data have
helped establish a variety of so-called stylized facts [1, 2], which can
be seen as statistical signatures, of financial data.

The best known stylized fact is perhaps the distributions of
returns (defined as logarithmic relative price changes). On time
scales ranging from minutes to weeks these have fat tails, exhibiting
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power-law decay and are modeled quite well by the Tsallis or
Student form 1 (Fig. 2).As the time-scale over which one calculates
the price changes increases to months or years, the distribution
does become closer to a Gaussian. In addition, there is a long range
memory in volatility fluctuations, evident because the autocorrela-
tion of the volatility decays only slowly as a power law. This leads to
bursts of higher or lower volatility in the time series of returns, a
phenomenon also referred to as volatility clustering, and further-
more the distribution of the instantaneous volatility is close to
log-normal. Also, there are certain asymmetric correlations in that
large past price changes imply large future volatilities, an effect
called leverage. In addition to these stylized facts, are also more
subtle ones which have been elucidated in recent years. Examples
are multifractal scaling, a financial analogue of the Omori law for
earthquakes (in other words, large volatility shocks tend to be
followed by after-shocks decaying in magnitude according to a
power law), as well as the statistical asymmetry under time rever-
sal, implying the rather obvious fact (which however is not
present in most models of price fluctuations!) that financial time
series differentiate the past from the future.

Several different models have been proposed [3] in an attempt
to capture fat tails and volatility clustering which don’t exist in
the Gaussian Bachelier model. Popular approaches include Levy
processes, which induce jumps and thus fat tails on short time-
scales, but convolve too quickly to the Gaussian distribution as the
time-scale increases and do not present volatility clustering. Sto-
chastic volatility models, such as the Heston model where the
volatility is assumed to follow its own mean-reverting stochastic
process, reproduce fat tails, but not the long memory observed in
the data. The same holds true for the simplest of Engle’s Nobel
prize winning GARCH models in which the volatility is essential-
ly an autoregressive function of past returns. Multifractal
stochastic volatility models (similar to cascade models of turbu-
lent flow) are another promising candidate (cf [2]), reproducing
many of the stylized facts, lacking mainly in that they are strictly
time reversal symmetric in contrast to empirical evidence.

In addition, most of the above mentioned models are difficult
if not impossible to deal with analytically. Analytic tractability is
desirable for reasons such as efficiently calculating the fair price
of options or other financial derivatives which in their own right
are traded globally in high volumes. They fill important financial
functions with respect to hedging and risk control, as well as offer
purely speculative opportunities. In short, options are financial
instruments which depend in some contingent fashion on the
underlying stock or other asset class. The simplest example is
perhaps the European call option. This is the right (not obliga-
tion) to buy a stock at a certain price (called the strike) at a certain
time (called the expiration) in the future. Contracts similar to
options were exploited already by the Romans and story has it that
Thales, the Greek mathematician, used call options on olives to
make a huge profit when he had reason to believe that the harvest
would be particularly good. In Holland in the 1600s, tulip options
were traded quite a bit by speculators prior to the famous tulip
bubble. But it wasn’t until 1974 that the fair price of options could
be calculated somewhat reliably with the publication of the
Nobel-prize winning Black-Scholes formula. This is still the most
widely used option pricing model, not because of its accuracy
(since it is based on a Gaussian model for stock returns which, as

we discussed above, is unrealistic) but rather due to its mathe-
matical tractability (which exists due to the same Gaussian
assumptions). In fact, an impressive school of mathematical
finance has been developed over the past three decades, and is
based largely on notions stemming from the famous Black-
Scholes paradigm.

Because real stock returns exhibit fat tails, yet the Black-Scholes
pricing formula is based on a Gaussian distribution for returns,
the probability that the stock price will expire at strikes far from its
current price will be underestimated. Traders seem to correct for
this intuitively; for the Black-Scholes model to match empirical
option prices, higher volatilities must be used the farther away
the strike price is from the current stock price value. A plot of
these Black-Scholes implied volatilities as a function of the strike
price is thus not constant but instead most typically a convex
shape, often referred to as the volatility smile. This way of repre-
senting option prices in terms of the Black-Scholes volatility is so
widely used that prices are often quoted just in terms of this quan-
tity, most often referred to simply as the vol.
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m Fig.1: A typical electronic trading screen. Here, live quotes
on options are fed in from the market and the trader can
execute electronically.

1 The Tsallis distribution (also referred to as a q-Gaussian) is equivalent
to the Student distribution whenever q is a rational of the form (3 +
n)=(1 + n), where n is a positive integer denoting the number of degrees
of freedom.

m Fig.2: The empirical distribution of daily returns from the
stocks comprising the SP 100 (red) is fit very well by a q-
Gaussian with q = 1.4 (blue).



From all that has been said up to now, it is really quite clear that
the true model of stock price fluctuations has many challenging
statistics to reproduce, in addition to correctly pricing derivative
instruments. Furthermore, it would be desirable that the mecha-
nisms of such a model are somewhat intuitive. With these goals
in mind, the field of nonextensive statistical mechanics has made
some progress in recent years although of course there is still a
long way to go both within and beyond this framework.

As already mentioned in passing, returns (once demeaned and
normalized by their standard deviation) have a distribution that is
very well fit by q-Gaussians with q ≈ 1.4 [4], only slowly becoming
Gaussian (q → 1) as the time scale approaches months or years.
Another interesting statistic which can be modeled within the
nonextensive framework, is the distribution of volumes, defined as
the number of shares traded. A q-exponential multiplied by a
simple power of the volume presents power laws at both high and
low volumes and fits very well to the data [4]. These results are
encouraging, albeit they are macroscopic descriptions of the data
and a dynamical description of the underlying processes is of course
desirable. For the volumes, such a model was recently proposed. For
stock prices, a class of models that has had some success in option
pricing was introduced a few years ago [5], based upon a statistical
feedback process. Recently, that model was extended to incorpo-
rate memory over multiple time-scales [6] (recovering a class of
long-ranged GARCH models [7]) and seems to reproduce most of
the stylized facts of financial time series. Other interesting models
related to the nonextensive thermostatistics include an ARCH
process with random noise distributed according to a q-Gaussian as
well as some state-dependent additive-multiplicative processes [8].
These models do capture the distribution of returns, but not nec-
essarily the empirical temporal dynamics and correlations.

In the statistical feedback model, price fluctuations are assumed
to evolve such that the Tsallis entropy is maximized. This leads to
an instantaneous volatility which is proportional to a power of the
probability of the most recent price: It is large when price moves
are exceptionally large (or rare); conversely, the volatility is small-
er if the price moves are more moderate (or common). This
mechanism is an attempt to model the collective behavior of mar-
ket players. The statistical feedback tries to reflect market

sentiment. Mathematically, it leads to a non-linear diffusion equa-
tion for the price. Exact time-dependent solutions to this equation
can be found resulting in a Tsallis distribution for price changes at
all times, and volatility clustering is also present. The entropic
index q which characterizes the resulting distribution depends on
the power of the statistical feedback term. If q = 1, the power
vanishes so there is no statistical feedback and the standard Gauss-
ian model is recovered. If q > 1, the power is negative and fat tails
are present. This model has been quite successful for the purpose
of option pricing, again largely due to the fact that one can actu-
ally calculate a lot of things analytically, and in particular one
obtains closed-form solutions for European options.

Since a value of q = 1.4 nicely fits real returns over short to
intermediate time horizons (corresponding to 4 degrees of freedom
with the Student formulation), this model is clearly more realistic
than the standard Gaussian model. Using that particular value of q
as calibrated from the historical returns distribution, fair prices of
options can be calculated easily and compared with empirical trad-
ed option prices, exhibiting a very good agreement. In particular,
while the Black-Scholes equation must use a different value the
volatility for each value if the option strike price in order to repro-
duce theoretical values which match empirical ones, the q = 1.4
model uses just one value of the volatility parameter across all
strikes. One can calculate the Black-Scholes implied volatilities cor-
responding to the theoretical values based on the   q = 1.4 model,
and a comparison of with the volatility smile observed in the mar-
ket will reflect how closely the q = 1.4 model fits real prices (Fig. 3).

Although quite successful, this model is not entirely realistic.
The main reason is that there is one single characteristic time in
that model, and in particular the effective volatility at each time is
related to the conditional probability of observing an outcome of
the process at time t given what was observed at time t = 0. For
option pricing this is perfectly reasonable; one is interested in the
probability of the price reaching a certain value at some time in
the future, based entirely on one’s knowledge now. But this is a
shortcoming as a model of real stock returns; in real markets,
traders drive the price of the stock based on their own trading
horizon. There are traders who react to each tick the stock makes,
ranging to those reacting to what they believe is relevant on the
horizon of a year or more, and of course, there is the entire spec-
trum in-between. Therefore, an optimal model of real price
movements should attempt to capture this existence of multiple
time-scales and long-range memory.

Indeed, by including a kind of statistical feedback over multiple
timescales a model is obtained which seems to account for most
stylized facts of financial time series (Fig. 4). The distribution of
returns are fit well by Tsallis-Student distributions. As the time
horizon of returns increase, the distribution approaches Gauss-
ian in the same way as empirical data. Long range volatility
clustering is present, with a decay that matches real data. The dis-
tribution of instantaneous volatility is close to log normal. Subtle
effects like the multifractal spectrum and Omori analogue are
reproduced. In particular, the time-reversal asymmetry is inher-
ent. Although some of these statistics can be calculated
analytically, most are obtained through numerical simulation. In
principle, the model can be used for option pricing via Monte-
Carlo simulations, but analytic option pricing formulae would be
very welcome. Obtaining these is still an open problem.

A final interesting remark on the implications of this model is
that the parameters which calibrate to empirical data put the
model close to an instability. This suggests that the dynamics of
financial markets are operating on the brink of non-stationarity.
In fact, this mathematically perhaps undesirable property is
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m Fig.3: Theoretical implied Black-Scholes volatilities from
the q = 1.4 model (triangles) match empirical ones (circles)
very well, across all strikes and for different times to
expiration.
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philosophically quite desirable; in reality, financial markets indeed
appear only quasi-stationary and as we have seen historically, they
can completely break down and crash. Another implication of the
model is that it predicts a large correlation between the present
volatility and past price changes, which was verified empirically.
This questions the efficient market hypothesis which states that all
information relevant to the stock is immediately absorbed and
reflected in the price and that the past price history can have no
influence on investor behavior. The long-memory volatility model
states otherwise however.

To bring an analogue to physics, this fact is in a sense akin to
the notion that Boltzmann-Gibbs statistical mechanics works well
for systems with short-range interactions and short-term memo-
ry. If long-range interactions or long-memory is present, one
must go beyond the standard framework. In a similar fashion,
the long-memory in financial markets forces us beyond the stan-
dard paradigm and we must perhaps rethink some very
well-established ideas in a new light.
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m Fig.4: A time series of returns simulated with the long-
memory multiple time-scale feedback model (top) and the
daily returns since 1965 of the SP 500.The simulated series
reproduces most of the stylized facts of the real data.
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EMAIL sfp@sfpnet.org

General Secretary J.Vannimenus
Ecole Normale Superieure
Laboratoire de Physique Statistique
24 rue Lhomond
FR-75231, Paris Cedex 05, France
TEL/FAX +33 144 323 762
EMAIL jean.vannimenus@ens.fr

President R. Maynard
CNRS – UJF
Physique Numérique
25, avenue des Martyrs • BP 166
FR-38042 Grenoble Cedex
TEL/FAX +33 476 881 019 / +33 476 887 981
EMAIL roger.maynard@grenoble.cnrs.fr
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Vice-President E. Brezin
Ecole Normale Supérieure
Département de Physique
24 rue Lhomond
FR-75231, Paris Cedex 05, France
TEL/FAX +33 144 323 495 / +33 147 071 399
EMAIL brezin@physique.ens.fr

Treasurer J. Le Duff
Laboratoire de L’accélérateur Linéaire
Université Paris-Sud, Bâtiment 200
FR-91898, Orsay Cedex, France
TEL/FAX +33 164 468 430 / +33 169 071 499
EMAIL leduff@lal.in2p3.fr

Georgia

Georgian Physical Society 
Secretariat N. Kevlishvili 
Institute of Physics 
Georgian Academy of Sciences 
6 Tamarashvili Str.
GE-380077 Tbilisi, Georgia 
TEL/FAX +995 32 395 626
EMAIL kev@iph.hepi.edu.ge 

President J.L. Chkareuli 
See contact details of the Secretariat
TEL/FAX +995 32 395 626
EMAIL jlc@physics.iberiapac.ge 

Vice-Presidents 
A. Gerasimov, Tbilisi State University, Georgia 
Z. Saralidze, Georgian Academy of Sciences, Georgia 

Germany

German Physical Society 
Secretariat (Bad Honnef) M. Roth
Deutsche Physikalische Gesellschaft e.V.
Hauptstrasse 5
DE-53604 Bad Honnef, Germany
TEL/FAX +49 222 492 320 / +49 222 492 3250
EMAIL dpg@dpg-physik.de

Secretariat (Berlin)  G. Ranft
Deutsche Physikalische Gesellschaft e.V.
Magnus Haus
Am Kupfergraben 7
DE-10117 Berlin, Germany
TEL/FAX +49 302 017 480 / +49 302 017 4850
EMAIL magnus@dpg-physik.de

General Secretary V. Haeselbarth
Deutsche Physikalische Gesellschaft e.V.
Hauptstrasse 5
DE-53604, Bad Honnef, Germany
TEL/FAX +49 222 492 320 / +49 222 492 3250
EMAIL dpg@dpg-physik.de

Chief Executive B. Nunner
Deutsche Physikalische Gesellschaft e.V.
Hautpstrasse 5
DE-53604 Bad Honnef, Germany
TEL/FAX +49 222 492 320 / +49 222 492 3250
EMAIL dpg@dpg-physik.de

President K. Urban
Institut für Festköperforschung
Forschungszentrum Jülich GmbH 
DE-52425 Jülich, Germany
TEL/FAX +49 2 461 613 153 / +49 2 461 616 444
EMAIL k.urban@fz-juelich.de

Vice-President R. Sauerbrey
Universität Jena
Institut für Optik und Quantenelektronik 
Max-Wien-Platz 1
DE-07743 Jena, Germany
TEL/FAX +49 3 641 947 200 / +49 3 641 947 202
EMAIL sauerbrey@ioq.uni-jena.de

Treasurer H. Bechte
Stiftung Caesar
Friedensplatz 16
DE-53111, Bonn, Germany
TEL/FAX +49 2 289 656 105 / +49 2 289 656 111
EMAIL bechte@caesar.de

Greece

Hellenic Physical Society 
Secretariat D. Fakis
Hellenic Physical Society
6 Grivaion str.
GR-106 80 Athens, Greece
TEL/FAX +30 2 103 635 701 / +30 2 103 610 690
EMAIL eef@otenet.gr

General Secretary M. Sotirakou
Hellenic Physical Society, Athens, Greece

Contact A. Angelopoulos
TEL/FAX +30 2 107 276 886 / +30 2 107 276 987
EMAIL angel@phys.uoa.gr

President G. Papadopoulos 
See address of the Secretariat 
TEL +30 2 107 234 100

Vice-Presidents
P. Fildissis, Hellenic Physical Society, Greece 
S. Tsitomeneas, Hellenic Physical Society, Greece 

Treasurer K. Panourgias 
Hellenic Physical Society, Greece

Hungary

Eötvös Lorand Physical Society 
Secretariat M. Nagy 
ELFT
Fö U. 68
Pf. 433
HU-1371, Budapest, Hungary
TEL/FAX +36 12 018 682
EMAIL mail.elft@mtesz.hu

Secretary General A. Kovach
Institute of Nuclear Research (atomki)
Hungarian Academy of Sciences
Bem Tér 18/c
HU-4026 Debrecen, Hungary
TEL/FAX +36 52 417 266 or 411 214 / +36 52 416 181
EMAIL kovach@atomki.hu

President A. Patkos
Department of Atomic Physics
Eötvös Lorand University of Sciences
1117 BP. Pazmany P. Sétany 1/a
HU-1117 Budapest, Hungary
TEL/FAX +36 12 090 555 or 096 319 / +36 13 722 753
EMAIL patkos@ludens.elte.hu

Vice-Presidents 
I. Lux, Hungarian Atomic Energy Authority, Budapest,

Hungary
EMAIL lux@haea.gov.hu

K. Pap, University of Szeged, Department of
Experimental Physics, Hungary
EMAIL pkat@physx.u-szeged.hu

C.S. Sukosd, Budapest University of Technology,
Institute of Nuclear Techniques, Hungary
EMAIL sukosd@reak.bme.hu

Iceland

Icelandic Physical Society 
Secretary G. A. Saevarsdottir
University of Iceland, Department of Engineering
Dunhagi 3
IS-107 Reykjavik, Iceland
EMAIL gudrunsa@hi.is

President Ö. Helgason
Science Institute
University of Iceland
Dunhagi 3
IS-107 Reykjavik, Iceland
TEL/FAX +354 5 254 800 / +354 5 528 911
EMAIL ornh@hi.is

Treasurer H. Bjornsson
National Meteorological Institute
Bustadavegur 9
IS-150 Reykjavík, Iceland
EMAIL halldor@vedur.is

Contact A.Olafson
University of Iceland, Science Institute
Dunhagi 3
IS-107 Reykjavik, Iceland
TEL/FAX +354 5 254 800 / +354 5 528 911
EMAIL ario@raunvis.hi.is

Ireland

Royal Irish Academy 
Secretariat S. Breathnach
Programme Manager
Physical Sciences Committee
Royal Irish Academy
19 Dawson Street
IE-Dublin 2, Ireland
TEL/FAX +353 16 762 570 or 380 919 / +353 16 762 346
EMAIL s.breathnach@ria.ie

Secretary C. Dainty
National University of Ireland, Department of
Experimental Physics
IE-Galway, Ireland
EMAIL c.dainty@nuigalway.ie

Chairman M. Hopkins
Dublin City University, Physics Department
Glasnevin
IE-Dublin 9, Ireland
EMAIL mike.hopkins@dcu.ie

Vice-Chairman J. Boland
Trinity College Dublin • Chemistry Department
IE-Dublin 2, Ireland
EMAIL jboland@tcd.ie

Israel

Israel Physical Society 
Secretary C. Bruma
College of Judea and Samaria
IL-Ariel, Israel
TEL/FAX +972 39 066 387 / +972 36  408 988
EMAIL edycb@post.tau.ac.il;cezar@yosh.ac.il

President J. Adler
Department of Physics
Technion
IL-Haifa 32000, Israel
TEL/FAX +972 48 293 937 / +972 48 295 755
EMAIL phr76ja@techunix.technion.ac.il

Vice-President A. Dekel
Hebrew University of Jerusalem • Department of Physics
IL-Jerusalem 91808, Israel
TEL/FAX +972 48 293 937 / +972 48 295 755
EMAIL dekel@phys.huji.ac.il

Treasurer N. Netzer
Ort Braude College
IL-Karmiel 21982, Israel
TEL/FAX +972 49 901 951 / +972 49 882 016
EMAIL netzer@braude.ac.il

Italy

Italian Physical Society 
Secretariat B. Alzani 
Società Italiana di Fisica
Via Saragozza 12
IT-40123 Bologna, Italy 
TEL/FAX +39 051 331 554 / +39 051 581 340 
EMAIL sif@sif.it 

President G.F. Bassani 
See address of the Secretariat 

Vice-President L. Cifarelli 
Universita’ di Salerno, Italy 
via  Ponte don Melillo 
IT-84084 Fisciano (SA)

Honorary President R.A. Ricci 
Laboratori Nazionali di Legnaro (INFN), Italy 
Piazza dei Caprettari, 70
IT-00186 Roma
TEL/FAX +39 066 840 031/ +39 066 830 7924
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Latvia

Latvian Physical Society 
Secretariat Z. Gavare
University of Latvia
Institute of Atomic Physics and Spectroscopy
Skunu str. 4
LV-1002 Riga, Latvia
TEL +371 6 803 802
EMAIL zanda.gavare@lu.lv 

President I. Javaitis
University of Latvia
Faculty of Physics and Mathematics
Zellu str. 8
LV-1002 Riga, Latvia
TEL +371 9 544 882
EMAIL ivars.javaitis@lu.lv

Vice-President I. Bersons
University of Latvia
Institute of Atomic Physics and Spectroscopy
Skunu str. 4
LV-1002 Riga, Latvia
TEL/FAX +371 7 229 747
EMAIL bersons@latnet.lv

Lithuania

Lithuanian Physical Society 
Secretariat
Lithuanian Physical Society 
Lietuvos Fiziku Draugija 
A. Gostauto 12
LT-01108 Vilnius, Lithuania 
TEL/FAX +370 52 620 668 / +370 52 125 361
EMAIL lfd@itpa.lt

Secretary A. Bernotas
Vilnius University
Research Institute of Theoretical Physics and
Astronomy
A. Gostauto 12
LT-01108,Vilnius, Lithuania
EMAIL bernotas@itpa.lt

President Z.R. Rudzikas 
Lithuanian Academy of Sciences
Gedimino Ave. 3
LT-01103 Vilnius, Lithuania
TEL/FAX +370 52 613 651 / +370 52 124 694
EMAIL rudzikas@itpa.lt

Treasurer R. Sadzius 
Vilnius University, Lithuania 
A. Gostauto 12
LT-01108,Vilnius, Lithuania
EMAIL sadzius@delfi.lt

Vice-Presidents 
J. Vaitkus, Vilnius University, Lithuania

EMAIL juozas.vaitkus@ff.vu.lt
S. Asmontas, State Institute of Semiconductor Physics

of Lithuania
EMAIL asmontas@uj.pfi.lt

Former Yugoslavic Republic of Macedonia

Society of Physicists of Macedonia
Secretariat
Society of Physicists of Macedonia
Institute of Physics
Faculty of Natural Sciences and Mathematics
PO box 162
MK-1000 Skopje, Macedonia
TEL/FAX +389 23 117 055 / +389 23 228 141
EMAIL fizmak@iunona.pmf.ukim.edu.mk

Secretary S.Topuzoski
Institute of Physics
Faculty of Natural Sciences and Mathematics
University of STS Cyril and Methodius • PO box 162
MK-1000 Skopje, Macedonia
EMAIL suzanat@iunona.pmf.ukim.edu.mk

President O. Zajkov
Institute of Physics
Faculty of Natural Sciences and Mathematics

University of Sts Cyril and Methodius • PO box 162
MK-1000 Skopje, Macedonia
EMAIL zoliver@iunona.pmf.ukim.edu.mk

Treasurer B. Mitrevski
Institute of Physics
Faculty of Natural Sciences and Mathematics
University of STS Cyril and Methodius • PO box 162
MK-1000 Skopje, Macedonia
EMAIL boce@iunona.pmf.ukim.edu.mk

Republic of Moldova

Moldovan Physical Society
Secretariat M.Timoshinina
Center LISES - Academy of Sciences
Institute of Applied Physics
3/3 Academy Street
MD-2028 Chisinau, Republic of Moldova
TEL/FAX +373 2 739 033 / 373 2 739 068

General Secretary E. Condrea
Academy of Sciences
Center LISES - Institute of Applied Physics
3/3 Academy Street
MD- 2028 Chisinau, Republic of Moldova
TEL/FAX +373 2 739 033 / 373 2 739 068
EMAIL condrea@lises.asm.md

President V. Kantser
Academy of Sciences of Moldova
Institute of Applied Physics
5 Academy Street
MD-2028 Chisinau, Republic of Moldova
TEL/FAX +373 2 739 060 / +373 2 739 068
EMAIL kantser@lises.asm.md

Vice-Presidents
I.Jeru, Moldavian State University, Chisinau

TEL/FAX +373 2 577 590 
EMAIL geru@usm.md

I.Tighineanu, Moldavian Technical University, Chisinau
TEL/FAX +373 2 235 459 
EMAIL tiginyanu@yahoo.com

Treasurer S. Carlig
Moldavian State University
60A Mateevici Street
MD-2009 Chisinau, Republic of Moldova
TEL/FAX +373 2 272 917
EMAIL carlig@usm.md

The Netherlands

The Netherlands Physical Society 
Secretariat C. Langeveld
Nederlandse Natuurkundige Vereniging (NNV)
Kruislaan 409 • PO box 41882
NL-1009 bv Amsterdam, the Netherlands
TEL/FAX +31 205 922 211 / + 31 205 925 155
EMAIL bureau@nnv.nl

Secretary P. J. Mulders
See address of the Secretariat

President H. van den Akker
See address of the secretariat
EMAIL vdakker@klft.tn.tudelft.nl

Treasurer G. van der Steenhoven
See address of the secretariat

European affairs E. de Wolf
NIKHEF
PO Box 41882 
NL-1009 DB Amsterdam, the Netherlands
EMAIL e.dewolf@nikhef.nl

Norway

Norwegian Physical Society 
Secretary H. F. Hansen
Department of Physics
Norwegian University of Science and Technology
NO-7491 Trondheim, Norway
TEL/FAX +47 73 590 726 / +47 73 597 710
EMAIL henning.hansen@phys.ntnu.no

President A. Borg
Norges Teknisk Naturvitenskapelige Universitet,
Department of Physics
NO-7491 trondheim, Norway
TEL/FAX +47 73 593 413
EMAIL anne.borg@ntnu.no

Poland

Polish Physical Society 
Secretariat K. Zakowicz 
Polish Physical Society 
Main Board 
UL. Hoza 69 
PL- 00-681 Warsaw, Poland 
TEL/FAX +48 226 212 668
EMAIL ptf@fuw.edu.pl 

Secretary General H. Bialkowska
Institute for Nuclear Studies
High Energy Physics Department
Ul. Hoza 69
PL-00-681 Warsaw, Poland
TEL/FAX +48 225 532 234 / +48 226 212 804
EMAIL helena.bialkowska@fuw.edu.pl

President M. Kolwas 
Polish Academy of Sciences, Institute of Physics 
International Postgraduate Studies 
al. Lotnikow 32/46 
PL-2668 Warsaw , Poland 
TEL/FAX +48 228 470 917 / +48 228 430 926 
EMAIL kolwas@ifpan.edu.pl 

Vice-Presidents
K. Chalasinska-Macukow, Warsaw University, Poland 

EMAIL kmacukow@mimuw.edu.pl 
R. Kulessa, Jagiellonian University, Poland 

EMAIL kulessa@if.uj.edu.pl 

Treasurer M. Kowalski 
Warsaw University of Technology, Institute of Physics 
EMAIL marko@if.pw.edu.pl 

Portugal

Portuguese Physical Society 
Secretariat M.J. Couceiro da Costa 
Sociedade Portuguesa de Fisica 
Av. da Republica, 37-4°
PT-1050-187, Lisboa, Portugal 
TEL/FAX +351 217 993 665 / +351 217 952 349 
EMAIL mjose@spf.pt 

President J.D. Urbano 
Universidade de Coimbra 
Departamento de Fisica 
Rua Larga 
PT-3004-516, Coimbra, Portugal 
TEL/FAX +351 39 410 600
EMAIL urbano@teor.fis.uc.pt

Vice-Presidents
V. Amaral, Universidade de Aveiro, Portugal

EMAIL vamaral@fis.ua.pt
A. Barroso, Universidade de Lisboa, Portugal

EMAIL barroso@cii.fc.ul.pt

Treasurer A. Pedro de Jesus
Faculdade de Ciencias e Tecnologia
Universidade Nova de Lisboa
Departamento de Fisica
Quinta da Torre
PT-2825-114 Monta da Caparica, Portugal
TEL/FAX +351 294 8576 / +351 212 948 549
EMAIL apjesus@cii.fc.ul.pt

Romania

Romanian Physical Society 
Secretariat M. Oancea
Institute of Physics and Nuclear Engineering – IPNE
Editorial Office (Redactia)
P.O. Box MG-6
RO-Bucharest (Magurele), Romania
TEL/FAX +40 214 042 355
EMAIL moancea_rip@yahoo.com
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General Secretary D. Grecu 
Polytechnic University, Romania
EMAIL dgrecu@theor1.theory.nipne.ro

President A. Calboreanu 
Tandem Laboratory 
Institute of Physics and Nuclear Engineering 
POB MG-6,
RO-Bucharest (Magurele), Romania 
TEL/FAX +40 214 04 2300 ext. 4306 / + 40 214 574 493
EMAIL calbo@ifin.nipne.ro 

Vice-President V. Grecu 
Faculty of Physics, Romania
EMAIL vvgrecu@olimp.fiz.infim.ro

Russia

United Physical Society of the Russian Federation 
Executive Secretary A. P. Kovaleva 
National Committee of Russian Physicists 
General Physics & Astronomy Dept.
Russian Academy of Sciences 
32 a, Leninsky Prospect 
RU-117993 Moscow, Russia 
TEL/FAX +7 0 959 385 454 / +7 0 959 938 1714 
EMAIL alina@gpad.ac.ru 

Scientific Secretary V.A. Zayats 
See address of the Secretariat 
TEL/FAX +7 0 959 385 500 / +7 0 959 381 714 
EMAIL zayats@gpad.ac.ru 

President L.V. Keldysh 
See address of the Secretariat 
TEL/FAX +7 0 959 385 454 / +7 0 959 381 714 
EMAIL keldysh@gpad.ac.ru 

Vice-President S.N. Bagayev 
Institute for Laser Physics, Siberian Branch of the
Russian Academy of Sciences, Russia
See address of the Secretariat
EMAIL bagayev@laser.nsc.ru

Serbia and Montenegro

Physical Society of Serbia and Montenegro
Secretariat 
Physical Society of Serbia and Montenegro
Pregrevica 118 
YU-11080, Beograd-Zemun, Serbia and Montenegro
TEL/FAX +381 113 160 260 ext. 166 / +381 113 162 190 
EMAIL jdf@phy.bg.ac.yu or yps@phy.bg.ac.yu

Secretary S. Prvanovic
See address of the Secretariat
TEL/FAX +381 113 160 260 ext. 177 / +381 316 2190 
EMAIL prvanovic@phy.bg.ac.yu

President M.M. Popovic 
See address of the Secretariat
TEL/FAX +381 113 160 598 / +381 113 160 531
EMAIL marko@phy.bg.ac.yu

Vice-Presidents
I. Savic, See address of the secretariat

TEL/FAX +381 113 160 260 / +381 113 162 190 
P. Miranovic, University of Montenegro, Podgorica

TEL/FAX +381 81 245 309 / +381 81 244 608
EMAIL pedjam@dell.pmf.cg.ac.yu

Slovakia

Slovak Physical Society 
Secretariat
Slovak Physical Society
Dubravska Cesta 9
SK - 245 27-BR-45, Bratislava, Slovak Republic
EMAIL sfs@savba.sk

Secretary General D. Krupa
Slovak Academy of Sciences
Institute of Physics
Dubravska Cesta 9
SK - 845 11-BR-45, Bratislava, Slovakia
TEL/FAX +421 259 410 514 / +421 254 776 085
EMAIL fyzikrup@savba.sk

President J. Stanicek 
Faculty of Mathematics, Physics and Informatics 
Comenius University 
Mlynska Dolina 
SK-842 15 Bratislava, Slovakia 
TEL/FAX +421 260 295 454 / +421 265 425 882 
EMAIL stanicek@fmph.uniba.sk

Vice-President M. Reiffers
Institute of Experimental Physics
Watsonova 47
SK-043 53, Kosice, Slovakia
TEL/FAX +421 556 228 158 / +421 556 336 292
EMAIL reiffers@saske.sk

Treasurer J. Bohacik
Slovak Academy of Sciences
Institute of Physics
Dubravska Cesta 9
SK - 845 11-BR-45, Bratislava, Slovakia
EMAIL bohacik@savba.sk

Slovenia

Society of Mathematicians, Physicists and
Astronomers of Slovenia 
Secretariat J. Krusic 
University of Ljubljana • Department of Mathematics 
Jadranska 19 
SI-1000 Ljubljana, Slovenia 
TEL/FAX +386 14 766 559 / +386 12 517 281 
EMAIL janez.krusic@fmf.uni-lj.si 

Secretary J. Krusic 
See address of Secretariat 

President Z.Trontelj 
See address of Secretariat 
TEL/FAX +386 14 766 582 / +386 12 517 281 
EMAIL zvonko.trontelj@fiz.uni-lj.si 

Vice-President Z. Smit
University of Ljubljana • Department of Physics 
Jadranska 19
SI -1000 Ljubljana, Slovenia 
EMAIL ziga.smit@fmf.uni-lj.si

Treasurer A. Jaklic 
University of Ljubljana
SI -1000 Ljubljana, Slovenia 
EMAIL andreja.jacklic@fdv.uni-lj.si

Spain

Spanish Royal Society of Physics 
Secretariat C.Z. Exposito 
Real Sociedad Espanola de Fisica 
Facultad de Ciencias Fisicas
Universidad Complutense de Madrid 
ES-28040 Madrid, Spain 
TEL/FAX +34 13 944 359 or 361 / +34 15 433 879 
EMAIL rsef@fis.ucm.es 

Secretary General A. Dobado Gonzalez
Departamento de Fisica Teorica
Facultad de Ciencias Fisicas
Universidad Complutense de Madrid
ES-28040 Madrid, Spain
EMAIL dobado@fis.ucm.es

President G. Delgado Barrio 
Instituto de Fisica Fundamentale 
Serrano 123 - CSIC 
ES-28006 Madrid, Spain 
TEL/FAX +34 915 855 196 / +34 915 855 398 
EMAIL gerardo@imaff.cfmac.csic.es

Vice-Presidents 
A. Ferrer Soria, IFIC-Universidad de Valencia, Burjassot

(Valencia), Spain 
EMAIL antonio.ferrer@ific.uv.es

J. M. Fernandez de la Bastida, Universidad de 
Santiago de Compostela, Spain
EMAIL labasti@fpaxpl.usc.es

Treasurer V.R.Velasco Rodriguez
Instituto de Ciencias de Materiales,
ES-Cantoblanco, 28049 Madrid , Spain 
EMAIL vrvr@icmm.csic.es 

Sweden

Swedish Physical Society 
Secretariat 
Swedish Physical Society 
Manne Siegbahn Laboratory 
Frescativägen 24 
SE-104 05 Stockholm, Sweden 
EMAIL kansliet@fysikersamfundet.se

Secretary H. Danared 
Manne Siegbahn Laboratory 
Frescativägen 24 
SE-104 05, Stockholm, Sweden 
TEL/FAX +46 8 161 038 / +46 8 158 674 
EMAIL danared@msl.se

President B. Jonson
Fundamental Physics
Chalmers University of Technology
SE-412 96, Göteborg, Sweden 
TEL/FAX +46 317 723 262 / +46 317 723 269 
EMAIL bjn@fy.chalmers.se 

Treasurer H. Lundberg
Atomic Physics
Lund Institute of Technology
Box 118
SE-221 00 Lund, Sweden
TEL/FAX +46 2 227 854 / +46 2 224 250
EMAIL hans.lundberg@fysik.lth.se

Switzerland

Swiss Physical Society
Secretariat S. Albietz
Swiss Physical Society 
SPG Büro 
Universitaet Basel
Institut für Physik
Klingelbergstrasse 82 
CH-4056 Basel, Switzerland 
TEL/FAX +41 612 673 686 / +41 612 673 784
EMAIL sps@unibas.ch 

Secretary B. Braunecker
Leica Geosystems AG
CTC System Modeling & Optics Dev.
CH-9435 Heerbrugg, Switzerland
TEL/FAX +41 717 273 577 / +41 717 265 577
EMAIL bernhard.braunecker@leica-geosystems.com

President J.P. Ansermet 
EPFL -IPE Ecublens 
Institut de Physique Expérimentale 
CH-1015 Lausanne, Switzerland 
TEL/FAX +41 216 933 339 / +41 216 933 604 
EMAIL jean-philippe.ansermet@epfl.ch

Vice-President A. Züttel
Université de Fribourg, Département de Physique
Pérolles
CH-1700 Fribourg, Switzerland
TEL/FAX +41 263 009 086 / +41 263 009 747
EMAIL andreas.zuettel@unifr.ch

Treasurer T. Gyalog 
Universität Basel, Institut für Physik
Petersplatz 1, Postfach
CH-4003 Basel, Switzerland 
EMAIL tibor.gyalog@unibas.ch 

Turkey

Turkish Physical Society 
Secretary General L. Amon
Istanbul University • Department of Physics
Nuclear Physics Division
Faculty of Sciences
TR-34459,Vezneciler - Istanbul,Turkey
TEL/FAX +90 2 124 555 700 or 515 504 / +90 5 190 834
EMAIL lidyamon@istanbul.edu.tr

President B. Akkus
See contact details of the Secretary General
EMAIL akkus@istanbul.edu.tr
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Vice-President Y. Oktem
Istanbul University • Department of Physics
Nuclear Physics Division
Faculty of Sciences
TR-34459 Vezneciler-Istanbul,Turkey
TEL/FAX +90 2 124 555 700 / +90 5 190 834
EMAIL sgyks@istanbul.edu.tr

Treasurer P. Can
EMAIL pcan@istanbul.edu.tr

Ukraine

Ukrainian Physical Society 
Executive Secretary K.V. Usenko 
Taras Shevchenko National Kyiv University 
Faculty of Physics 
Prosp. Glushkova 2, Korp. 1
UA-03680 Kyiv, Ukraine
TEL/FAX +380 442 663 060 / +380 442 664 036 
EMAIL usenko@phys.univ.kiev.ua 

President V.T. Litovchenko
Insitute for Semiconductor Physics of the NASU
Division for Surface Physics and Microelectronics
Prop. Nauki 41
UA-03680 Kyiv, Ukraine
TEL/FAX +380 445 256 290 / 265 6207
EMAIL lvg@isp.kiev.ua

Vice-Presidents 
S.G. Nedilko, Taras Shevchenko National University of

Kyiv
EMAIL snedilko@univ.kiev.ua

V.A. Shenderovskiy, Institute of Physics of the Nasu
EMAIL shender@iop.kiev.ua

M.F. Shul’ga, Institute of Theoretical Physics of the
NSC, NASU
EMAIL shulga@kipt.kharkov.ua

V.A. Smyntyna, Odessa National University
EMAIL oguint@paco.net

L.V. Stasyuk, Institute for Condensed Matter Physics
of the NASU
EMAIL ista@icmp.lviv.ua

United Kingdom

The Institute of Physics 
Secretariat 
The Institute of Physics 
76 Portland Place
UK-W1B 1NT, London, England 
TEL/FAX +44 207 470 4800 / +44 207 470 4848 
EMAIL physics@iop.org 

Chief Executive R. Kirby-Harris
See contact details of the secretariat
EMAIL robert.kirby-harris@iop.org

President Sir J.E. Enderby
See contact details of the secretariat
EMAIL physics@iop.org
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