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ABSTRACT
TRECVID 2015 [4] Multimedia Event Detection (MED) is
an interesting and challenging task on the detection of high
level complex events in Internet videos [1]. In this notebook
paper, we present an overview of our system, focusing on
combining multiple feature representations to improve the
performance. Specifically, with the outputs of the multi-
ple features, we adopt a simple yet e↵ective fusion method
to generate the final predictions, where the optimal fusion
weights are learned adaptively for each class, and the learn-
ing process is regularized by automatically estimated class
relationships. Our MED submissions include 5 system runs
for the Pre-Specified (PS) sub-task and 2 runs for the AdHoc
(AH) sub-task under 010Ex training condition. Very com-
petitive results are obtained, which verify the e↵ectiveness
of both deep features and our fusion method.

Table 1: A summary of our submissions.
Features Fusion

AH
Run-1

VGG19-fc67, VGG19-20K,
FCVID-233, Conventional Fea.

Adaptive

Run-2
VGG19-20K, FCVID-233,

Conventional Fea.
Adaptive

PS

Run-1
VGG19-fc67, VGG19-20K,

FCVID-233, Conventional Fea.
Adaptive
Param-1

Run-2
VGG19-fc67, VGG19-20K,

FCVID-233, Conventional Fea.
Average

Run-3
VGG19-fc67, VGG19-20K,

FCVID-233, Conventional Fea.
Adaptive
Param-2

Run-4
VGG19-20K, FCVID-233,

Conventional Fea.
Adaptive

Run-5
VGG19-fc67, VGG19-20K,

Conventional Fea.
Adaptive

1. SYSTEM DESCRIPTION
Figure 1 gives an overview of our system, consisting of

three components, namely feature extraction, classification
and adaptive fusion. We briefly introduce each of them in
the following.

1.1 Features
In order to model videos from di↵erent perspectives, we

compute both deep features extracted from Convolutional
Neural Networks (CNN) and state-of-the-art hand-crafted
features.
⇤Corresponding author.
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Figure 1: An overview of the key components in our
system.

VGG19-fc67: CNN models have demonstrated superior
results on many visual recognition tasks, including image
classification, object detection, etc. In our system, we adopt
the state-of-the-art VGG19 model proposed by Simonyan [5],
which consists of nineteen layers, including sixteen convolu-
tional layers and three fully connected layers. In addition,
the size of all the convolutional filters decreases to 3⇥3 and
the stride reduces to only 1 pixel, which enables the network
to explore finer-grained details from the feature maps. We
finetune the original VGG19 model using all 14 million im-
ages annotated into 20,574 classes from ImageNet. Given a
video clip, we extract the outputs from the first (fc6) and
second (fc7) fully connected layer as features for each video
frame respectively, and then average all frame-level descrip-
tors into video-level features.

VGG19-20K: We also adopt the softmax outputs from
our retrained VGG19 model on the full ImageNet dataset as



high-level semantic concepts, covering as many as 20K cat-
egories. With the high reliability of the VGG19 model, the
20,574-d response scores indicate the likelihood of presence
of the corresponding classes in each frame. We then average
the response vectors of all frames in order to compute the
video-level representations.

FCVID-233: To explore helpful information from exist-
ing large video benchmarks, we select 233 video categories
from the recently released Fudan-Columbia Video Dataset
(FCVID) [2] to train video class detectors with the CNN.
FCVID contains about 90K videos annotated into 239 videos,
covering a wide range of topics like social events (e.g., “tail-
gate part”), procedural events (e.g., “making cak”), objects
(e.g.,“panda”), scenes (e.g., “beach”), etc. We adopt spatial
frames as inputs to fine-tune the VGG19 model for classify-
ing the 233 video categories as in [9]. Similarly, the frame-
level responses are averaged to obtain a 233-d video-level
feature for all the MED videos.

Conventional features: In addition to the deep fea-
tures, we also extract the improved dense trajectories (IDT)
features according to [6]. Briefly, densely sampled local
frame patches are first tracked over time and three descrip-
tors are then computed for each trajectory: a 96-d histogram
of oriented gradients (HOG) descriptor, a 108-d histogram of
optical flow (HOF) descriptor, and a 108-d motion boundary
histogram (MBH) descriptor. We first reduce the dimension
of these descriptors by a factor of two using Principle Com-
ponent Analysis (PCA) then we encode these features into
Fisher Vectors with a codebook of 256 words.

It is well-known that the audio soundtracks contain use-
ful clues for identifying some video semantics. We utilize
the popular MFCCs (Mel-Frequency Cepstral Coe�cients),
which are computed for every 32ms timewindow with 50%
overlap and then quantized into a 4000-d bag-of-words rep-
resentation [3].

1.2 Classification
We adopt SVM as the classifier. Linear kernel is applied

for the IDT features, since it was found working well with
the high-dimensional Fisher vector based representations.
We adopt �2-kernel for all the other features.

Notice that direct classification with the CNN is di�cult
for the MED task, since the number of positive examples is
too few to tune a good neural network based classifier.

1.3 Fusion
Given the prediction scores of multiple features, we are

able to capture the video characteristics from di↵erent as-
pects. It is critical to e↵ectively fuse the multiple scores
to generate the final predictions. Di↵erent semantic classes
usually associate with the multiple streams with di↵erent
strength. For example, some classes are strongly related
with particular objects that could be e↵ectively recognized
by the CNN features, while others may contain dramatic
movements so motion features such as IDT can contribute
more significantly.

Traditional fusion methods are performed uniformly with-
out considering the class-specific preferences. Di↵erent from
the uniform methods, we adopt our recently proposed adap-
tive multi-stream fusion to learn the optimal fusion weights
adaptively for each class [7]. In addition, by regularizing the
weight learning process using class relationships estimated
without using additional labels, class relationship context is
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Figure 2: Performance of o�cial submissions for PS
and AH sub-tasks. The vertical axis shows the per-
formance measured by infoAP200.

also injected into the final predictions to promote the overall
results. See [7] for more details.

2. RESULT AND DISCUSSION
In TRECVID 2015, we submitted two runs for AH sub-

task and five runs for the PS sub-task as listed in Table 1,
all of which are measured by infoAP200 as defined by the
task organizers. Figure 2 shows the performance of the o�-
cial submissions for PS (MEDEval15Sub) and AH sub-tasks
(MEDEval15Full). We can see that our system achieves
competitive performance for both sub-tasks.

More specifically, for the AH sub-task, we achieved a 39.6%
infoAP200 using all the features with adaptive fusion for
each class. When we drop the VGG19-fc67 features, the
performance significantly decreases to 33.7%, which verifies
that CNN features are very crucial for video classification [8].
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Figure 3: Performance of our 5 submitted runs for
the PS sub-task.

Figure 3 shows the results of our five submissions for PS
sub-task. Run-1, Run-2 and Run-3 are all based on the same
set of features, but Run-2 only adopts average fusion to com-



bine the scores of multiple features. Run-1 and Run-3 learn
the optimal fusion weights for each class, both of which o↵er
much better results than average fusion. Since Run-3 em-
phasizes more on the use of class relationships (with a larger
parameter value in the learning process), slightly better per-
formance is achieved. Comparing Run-4 with Run-5, it is
clear that the VGG19 features have a significant impact on
the overall performance.
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