Proceedings of the Royal Society of Edinburgh, page 1 of 20
DOI:10.1017/prm.2023.85

On the linearized Whitham—Broer—Kaup system
on bounded domains

L. Liverani

Dipartimento di Matematica e Applicazioni Universita di Milano
Bicocca, Edificio U5, Via Cozzi 55, Milano, 20125 Italy
(lorenzo.liverani@Qunimib.it)

Y. Mammeri

Université Jean Monnet - Institut Camille Jordan CNRS UMR 5208, 23
Rue du Dr Paul Michelon, Saint-Etienne, 42100 France
(youcef.mammeri@math.cnrs.fr)

V. Pata
Politecnico di Milano - Dipartimento di Matematica, Piazza Leonardo
da Vinci, 32, Milano, 20133 Italy (vittorino.pata@polimi.it)

R. Quintanilla

Departament de Matematiques, Universitat Politecnica de Catalunya,
C. Colom 11, Terrassa, 08222 Barcelona, Spain
(ramon.quintanilla@upc.edu)

(Received 24 January 2023; accepted 9 August 2023)

We consider the system of partial differential equations

Nt — QUggzx — anz =0
Ut + Na + Buge =0

on bounded domains, known in the literature as the Whitham—-Broer—Kaup system.
The well-posedness of the problem, under suitable boundary conditions, is
addressed, and it is shown to depend on the sign of the number

w=a— 32

In particular, existence and uniqueness occur if and only if 3¢ > 0. In which case, an
explicit representation for the solutions is given. Nonetheless, for the case > <0 we
have uniqueness in the class of strong solutions, and sufficient conditions to
guarantee exponential instability are provided.
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1. Introduction

1.1. The model system

Given the parameters o # 0 and 3 € R, we consider the system of linear partial
differential equations

{nt — QUggy — ﬂnwc =0, (1.1)

U +77r +/6uazz - 07

ruling the evolution of the variables,
n=mn(x,t):[0,7] x RY =R and wu=u(x,t):[0,7] x RT — R,
subject to the boundary conditions
n(0,t) =n(m,t) =0 and uz(0,f) = uy(m, t) =0. (1.2)
The system is supplemented with the initial conditions

7n(z,0) = ¢(z) and wu(z,0) = P(z), (1.3)

where ¢ and 1 are assigned functions. In this presentation, the interval [0, 7] is
clearly fungible, and could be replaced by any interval [a, b].

System (1.1) arises in the theoretical treatment of hydrodynamics, where it
appears as the linearization of a renowned model for the propagation of shallow
water waves. In this context, n represents the height surface of the wave, while u
is the speed of propagation. Although the general model was first introduced by
Kuperschmidt in 1985 [13] as a generalization of the Boussinesq system, a number
of particular instances were already well known in the literature. For this reason,
(1.1) is often referred to as the Whitham-Broer-Kaup (WBK) system, after the
names of the ones who first derived and analysed it for specific values of o and
(see [7, 12, 18]).

Nowadays, the topic is deserving some attention: there is a wide recent literature
on both the linear and the nonlinear versions of (1.1). Great part of the studies
have been devoted to the search of solitons and travelling wave solutions (see,
e.g., [4, 14, 16, 19-21] and references therein), but some effort has also been
directed towards numerical investigations [2, 3, 8, 9]. In spite of this number of
contributions, however, very few papers are concerned with the well-posedness of
the general system, and with the decay properties (if any) of the general solution.
One recent example are the works [5, 6] where, among other results, the authors
show that system (1.1) is ill-posed when o < 2.

Without exception, all of these articles share the common assumption that the
variables involved are defined on the whole real line R. Indeed, the analysis on
unbounded domains is quite common in the theory of hydrodynamics, for it allows
to investigate many interesting phenomena, ranging from the existence of solitons
to the dispersive properties of the model. Notwithstanding, albeit being certainly
useful for applicative purposes, the unboundedness hypothesis is a modelling simpli-
fication, that does not comply with the real (and structurally bounded) world. For
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this reason, it is of paramount importance to provide a solid mathematical justifica-
tion of the model by thoroughly investigating the physical case of bounded domains.
This is exactly the purpose of this work. Indeed, our aim is to describe the WBK
system’s properties in this novel setting. Which thing poses a main problem, since
the Fourier transform is no longer applicable. Another issue is the correct choice of
the boundary conditions. Letting aside the undeniable interest from the mathemat-
ical physics point of view, a strong theoretical background for the bounded case is
also pivotal for numerical applications.

1.2. The results

We perform a complete analysis of (1.1)-(1.3), in dependence of the structural
parameters « and (. Defining the number

n=oa— 627
we show that the problem is well-posed if and only if
2> 0.

At first glance, this might seem surprising. While the first leading equation, when
(> 0 and in absence of the coupling, is of diffusion type, the second one resembles
a backward heat equation, which is known to be ill-posed. Or the other way around
if 8 < 0. This seeming contradiction can be resolved upon a closer look to system
(1.1). Indeed, although the nature of the model looks parabolic, the system actually
conceals a wave-like (hence hyperbolic) structure. To uncover it, one can simply take
the time derivative of the two equations. After some simplifications, one arrives at

Nt + HNagar = 0,
Ut + HUggpy = 07

that is, two uncoupled wave equations, except with the Bilaplacian instead of the
usual Laplace-Dirichlet operator [5].

When the system is well-posed, we are actually able to compute the exact solution

o (1.1)—(1.3), whose corresponding energy turns out to be constant in time, in

compliance with the wave-like nature of (1.1).

Nevertheless, for the ill-posed problem corresponding to » < 0, we can still prove
uniqueness within the class of strong solutions, as well as exponential instability, by
means of logarithmic convexity arguments. A particular situation occurs in the limit
case » = 0, where, although the problem is generally ill-posed, we have existence
and uniqueness of strong solutions.

Our approach heavily relies on the theory of linear semigroups. Specifically,
having called u(t) = (n(t), u(t)), we rephrase our system as the abstract ODE

d
au(t) = Au(t)

on a suitable Hilbert space H. The well-posedness of the system strongly depends on
the knowledge of the spectrum o(A) of A, of which a detailed description is given,
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showing in particular that it is purely punctual whenever s # 0. Besides, when
2 > 0 the (normalized) eigenfunctions of A form a complete orthonormal basis of
‘H. This fact is quite remarkable, as the operator A is not selfadjoint. Incidentally,
this is what allows us to write down the exact solutions to the system.

2. Preliminaries

2.1. Functional setting and notation

In what follows, the symbols (-, -) and || - || stand for the inner product and norm
on the real Hilbert space of square summable functions H = L2(0, 7). Besides, we
denote the standard Sobolev spaces H7 (0, ) and H{ (0, ) simply by H’ and H}.
Finally, we define the Hilbert subspace H, of H of zero-mean functions, i.e.,

H*:{UEH:/Oﬂv(x)dxzo},

and we set

H!=H'nH,.

2.2. Some operator theoretical issues

We recall some basic facts on the functional calculus of the Laplace-Dirichlet
operator

A = —0y, with domain D(A) = H> N H},

that will be used in the sequel (see, e.g., [17]). It is well known that the spectrum
o(A) of A is purely punctual. Being defined on the interval [0, 7], the eigenvalues
of A are given by

Apo=n% n=123 ...

Besides, each A, is simple, and the corresponding (normalized) eigenfunction is

wy () = \/z sin na. (2.1)

By the spectral theorem, the set {w,}52; forms a complete orthonormal basis of
H. For every measurable function F : o(A) — C, it is possible to define via the
functional calculus the operator F'(A) : H — H as

FAw = Z F(n?)(w,w,), (2.2)
with domain
D(F(A)) = {w € H: Y |F(n?)2(w, w,)[? < oo}.

In particular, F'(A) is a bounded operator on H if and only if F' is a bounded func-
tion on o(A). Finally, given two measurable functions G, F' on o(A), the operator
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G(A)F(A) acts as
G(A)F(Aw = Z G(n*)F(n?){w,w,),

wherever is defined.

REMARK 2.1. We will also consider the complexification of A (that we keep denoting
by A), namely, the operator on the complex Hilbert space H © ¢H acting as

A(u+iv) = —Ugy — gy,

with u, v real-valued functions.

3. The problem in abstract form
We introduce the phase space of our problem, namely, the product Hilbert space
H =H x H},
endowed with the scalar product
((,w), (0w )2 = (') + (U, ug),
and norm
1, )3 = Il + [Jua .

REMARK 3.1. The norm in H} does not contain the term ||u|| due to the Poincaré
inequality, which holds for zero-mean functions.

Defining the state vector

u(t) = (n(t), u(t)),
we view (1.1)—(1.2) as the ODE in H

d
Eu(t) = Au(t).

Here, A is the linear operator on H acting as
A <77> = (QUgzz + 3 — Nz — Bae)
m rxrx IrIZL’LL' 77{1/’ xrx ) s

with (dense) domain

D(A) = {<n,u> e

au, + fn € H? N H}
n+Bu, € H*NH (-

As typically occurs for differential operators, it can be easily seen that A is a closed
operator. Besides, observe that if (n, u) € D(A), then

AUz gy + ﬁnww S H and — Nz — ﬁumaj S Hi
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REMARK 3.2. When s # 0 the domain of A can be equivalently written as

ne H*NH}
DA) =< (n,u) eH u€ H?
uy € H}

REMARK 3.3. Instead, when s = 0,

aug + Bn = B(n + Pug).

Accordingly, the two conditions in the definition of ®(A) coincide, and this does
not allow to recover (1.2) any longer. Indeed, although in the previous literature
the boundary conditions are always given in the form (1.2), even when s = 0, we
believe that more correctly they should read

aug (0,t) + On(0,t) = au,(r,t) + Bn(m,t) =0,
1(0,t) + fu,(0,t) = n(mr,t) + Buy(mw,t) = 0. (3.1)

In which case, (1.2) and (3.1) are the same if and only if s # 0.

4. The spectrum of A

In this section, we provide a complete characterization of the spectrum o(A) of the
(complexification of the) operator A. We first consider the case » # 0. To this end,
we define the parameter

_Jive i x>0,
e= =2 if 22 <O.

The following theorem holds.

THEOREM 4.1. Let » # 0, and let A be a complex number such that
N#+on?, n=1,23,....

Then A belongs to the resolvent set p(A) of A.

Proof. Let A € C be fixed. For f = (f, g) € H, we look for the unique solution to
the functional equation

(A—Nu=f. (4.1)

In components, this reads

QUgzy + BNze — A = f,
Ny — 5“&0&0 —du = g.

Setting v = u,, and taking the derivative of the second equation, we get

—Nzz — 67)1@ — v = 9z
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We now multiply the first equation of (4.2) by 3, and the second one by a. Adding
the results, we obtain

— ANzx — >\(577 + O‘v) = hv (43)
where
h=pf+ag, € H.

At this point, we introduce the new variable

§=pn+av,
and we consider the system made by (minus) the first equation of (4.2) and (4.3),
to wit,
A =—
£+ =—F, )
xAn — N = h,

where A is the Laplace-Dirichlet operator discussed in Subsection 2.2. Then, from
the first equation above we learn that

E=-ANA"1p—A"1f (4.5)
Substituting (4.5) into the second equation of (4.4), we end up with
F(A)n =q, (4.6)

having set

and
q:h—)\AfleH.

By the functional calculus of A, we conclude that (4.6) has a unique solution given

by
n=G(A)qg,
where
s
Gls) = 2xs2 + 227

if and only if G is bounded on the spectrum of A. More explicitly, recalling (2.2),

0 2

n
n= Z m@,wn)'

n=1

Thus, we have a unique solution for every ¢ € H if and only if

A2 £ —m?,
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that is, if and only if
A\ # +on?.

In which case, since when s — +o0

G(S) ~ T

S

the solution 7 belongs to the space H? N Hi. By (4.5), this implies that & €
H? N H}. Finally, from the very definition of ¢, we read that u, € H} and v € H?.
Summarizing, for every \ # 4+pn? we have found a unique solution (7, u) € D(A)
to the resolvent equation (4.1). Hence, each of these A belongs to the resolvent set

p(A). O

To complete the analysis, we show that the remaining values of A are elements
of the spectrum of A.

THEOREM 4.2. Let s # 0. Then all the numbers
M=+on? n=1,23,...
are eigenvalues of A. Besides, they are all simple.

Proof. For every n =1, 2, 3, ..., let us define the functions
ul(z) = (a sinnz, 8+ p/n cos m:) (4.7)

It is apparent that
u; € D(A),
and a straightforward calculation reveals that

+ _ it +
Au, = u,,.

This tells that each A\ is an eigenvalue of A, and u is a corresponding eigenfunc-
tion. We are left to show that any other eigenfunction of A\ is a multiple of u;. To
this end, let n be fixed, and let v = (1, u) be an eigenfunction of A; (the argument
for A, is the same). Hence,

Av = \v.

Exploiting the same change of variables of the previous proof, we arrive at the

system
{Aé ==\,
xAn = \FE.
Then,
£=-A A,
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and substituting this expression into the second equation above, we get
A%n =nly.

Therefore, either n = 0, in which case £ = 0, or 7 is an eigenfunction of the operator
A2 relative to the eigenvalue n?. In the latter case, since the eigenvalues of A? are all
simple (a straightforward consequence of the functional calculus of A), 1 is unique
up to a multiplicative constant. More precisely, n = w,, with w, given by (2.1).
But then ¢ is unique as well (up to the same constant), and in turn so is u. In
conclusion, v = u,", up to a multiplicative constant, meaning that A is a simple
eigenvalue. O

REMARK 4.3. The proof of the invertibility of A, is actually simpler. Indeed, it
amounts to consider system (4.4) with A = 0. At that point, noting that the domain
of A is compactly embedded into H, one could conclude that the spectrum of A
is made by eigenvalues only (and each with finite multiplicity). This is a direct
consequence of a celebrated theorem of Kato [11, Th. 6.29], which states that the
spectrum of a closed operator with compact inverse is purely punctual.

We finally turn to the case » = 0. Here the picture is much different.

THEOREM 4.4. Let s = 0. Then the spectrum of A is the whole complex plane C.
Furthermore, 0 is the only eigenvalue of A.

Proof. Let A € C such that A # 0 be fixed. We consider once again the resolvent
equation

(A*A)U:f,

for f = (f, g) € H. We show that for some f € H the equation above has no solution
in ®(A). By the same computations of the proof of theorem 4.2, we arrive at the
system

en (4.8)

{A£+An=—f,
with
h=0f+ag, € H.

From (4.8) we immediately obtain

In particular, this implies that £ attains the same regularity of h. Thus, taking h in
H but not more regular (e.g., h ¢ H?), the resolvent equation will have no solution
in D(A). On the other hand, if f = (0, 0), the unique solution is clearly the null
one. Accordingly, A is not an eigenvalue.

https://doi.org/10.1017/prm.2023.85 Published online by Cambridge University Press


https://doi.org/10.1017/prm.2023.85

10 L. Liwerani, Y. Mammeri, V. Pata and R. Quintanilla

Instead, when A = 0, let u # 0 be any function such that v € H® and wu, € H{,
and define
n= _Bua:'
It is then apparent that n € H2 N H{. Besides, since » = 0 implies o = 32, a quick
check reveals that

Au =0,

so that 0 is an eigenvalue, as claimed. O

REMARK 4.5. When A # 0, if f and h have enough regularity, system (4.8) has
actually the unique solution

1 h

n= F(Ah_ Af) and &= -3

This tells that the resolvent equation is solvable for a dense set of functions f. In
other words, the range of (A — ) is dense in H. Accordingly, every A # 0 belongs
to the continuous spectrum of A.

5. The ill-posed problem

By the Hille-Yosida theorem (see, e.g., [10, 15]), if a closed operator A is the
infinitesimal generator of a strongly continuous semigroup of linear operators, then
it has a finite spectral bound, that is,

oo =sup{RA: A€ o(A)} < oco.

But we know from the previous § 4 that this is never the case when s < 0. Thus,
if 2 < 0 we do not have a well-posedness result for (1.1)—(1.3), at least not for every
possible choice of the initial data (¢, ¢) € H. Nevertheless, for the case » < 0 we
can prove a uniqueness result for those solutions that belong to the domain of A
for all times, generally called strong solutions.

PROPOSITION 5.1. Let 3¢ < 0. If (0, u) is a strong solution to (1.1)—(1.3) then it is
unique.

Proof. In light of the linearity of the problem, it is sufficient to show that the only

strong solution corresponding to null initial data is the trivial one. To this end, let
(n, u) be any strong solution to (1.1)—(1.3) with (¢, 1) = (0, 0). Defining

t t
¢(t) = / n(s)ds and wv(t) = / u(s) ds,
0 0
and taking into account the null initial conditions, integrating (1.1) in time we get

{Ct — QUggy — ﬂ(zz = 07 (51)

vy + Co + Buge =0,
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where (; = 1 and v; = u. Taking the derivative in space of the second equation of
(5.1), after some straightforward manipulations we obtain

1
Cza: = —*(57] + aua:)u

»

which tells that
Caa € H?*N H&
Let us now introduce the functional
1
Ft) = 5 [IG @I + iG]

Considering the first equation of system (1.1), written in terms of ¢ and v, along
with the first equation of (5.1), we end up with

A simple computation yields
d
~F=
dt ’
hence
F(t) = F(0) = 0. (5.3)

At this point, we introduce the further functional

G(t) = S lIcC)IP.

Then we have

d
—G= .
dt <Cta C>
Moreover, by (5.2) together with the fact that (., € H? N H{, and exploiting (5.3),

d2

By the Cauchy—-Schwarz inequality,
GG—-G% >0,
where we used the dot to denote the time derivative. This implies that G is a log-

convex function of time. Accordingly, for any fixed interval [0, T], we must have
that

G(t) < GO TG(T)YT, Vtelo,T).

Since G(0) = 0, we conclude that G(t) is zero for every ¢, implying that ¢ = 0. But
this in turn implies that n = 0. Once we know that n = 0, the first equation of (1.1)
simply becomes

Ugzax = Oa

which, as u,,, € H?> N H}, readily yields u, = 0. Since u € H}, the latter equality
implies that u = 0 as well. (]
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Under certain conditions on the initial data, the unique strong solution, whenever
exists, blows up exponentially fast as time goes to infinity.

PROPOSITION 5.2. Let 5 < 0 and let (n, u) be a strong solution to (1.1)—(1.3), for
some initial data (P, ). If either

[B¢s + aasl? + 5| deal* < 0, (5.4)
or

I¢wa + Bvwal® + 5¢eaa|* <0, (5.5)
then it follows that

[(n(8), u(t)[F, = ce™,
for some ¢ >0 and v > 0, both depending on (¢, V).

Proof. Let (n, u) be a strong solution. Once we know from proposition 5.1 that
it is unique, it is standard matter to approximate it with solutions as regular as
needed. Accordingly, along this proof, we can work with functions regular enough
to withstand the forthcoming calculations. Let us assume (5.4). We first define the
counterpart of the functional F of the previous proof, that is,

Folt) = 5 [Im O + sllneat)P].

Observe that Fo(t) = F(0) for every ¢ and

1
Fo(0) = 5 [18620 + athasall? + i 62al?] < 0.
Besides, let
1
Go(t) = 5 In(®)[I* +w(t + t0)”.

where w and ty are two strictly positive constants to be chosen later. By the same
computations of the previous proof, just replacing (¢, v) with (7, u), we arrive at

GoGo — G3 = —2[w + Fo(0)] G3.
Hence, taking w = —F((0), we get
GoGo — (G0)2 >0,
and a simple calculations yields (see, e.g., [1])
Go(t) = Go(0)eSo(0)/Go(0)t,

Choosing to such that Gg(0) >0 we have obtained that the norm of n (hence
the norm of the solution) blows up exponentially fast. If instead (5.5) holds, in
a completely similar way we can prove the exponential blow up of |u||. O
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REMARK 5.3. The norm of the solution blows up exponentially even in the case
Fo(0) = 0, provided that

<¢?ﬁ¢ww + awajm;p> > 0.

Indeed, recasting the proof of the proposition above with w = 0, we still end up
with the final exponential estimate, and the condition above is precisely equivalent
to Go(O) > 0.

Our analysis is much more precise in the case » = 0, where we do have existence
and uniqueness of strong solutions.

PROPOSITION 5.4. Let s = 0. Then, system (1.1)—(1.3) has a unique solution for
any (¢, ¥) € D(A). Besides, such a solution is a strong one.

Proof. Since a = 32, system (1.1) becomes

{7725 - ﬂQ'UJzzz - ﬁnxm - 0, (56)

Let (¢, v) € D(A). Then it is straightforward to check that the functions

U(t) =9+ ﬂ(qsxx + ﬂ%m)t and u(t) =1 - ((bx + /wax)t (5'7)

are (strong) solutions to (5.6) with initial conditions (1.3). To prove the uniqueness,
let (n, u) be a solution to (5.6) with initial conditions (1.3). Then, adding the first
equation to the spatial derivative of the second equation multiplied by 3, we see at
once that

ne + Puge = 0.
This gives

n = —Pus +p,
where p : [0, 7] — R is the time-independent function

p(x) = ¢(x) + fea ().
Substituting 7 into the second equation, we get
Ut = Pz
implying that
u(t) = ¢ — pat =9 — (¢ + Bvua)t.

In turn, this yields

77(75) =¢+ B(¢mw + waww)ta

which establishes the desired uniqueness. O
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6. The well-posed problem

We now turn to the case s« > 0. In this situation, we show that problem (1.1)—(1.2)
is well-posed. Specifically, we have the following result.

THEOREM 6.1. Let 2 > 0. Then the operator A is the infinitesimal generator of a
strongly continuous bounded semigroup

S(t)y=e":H - M.
Accordingly, for every initial datum ¢ = (¢, ¥) € H, there exists a unique solution
u(t) = (n(t), u(t)) = S(t)¢ € C([0,00), )

to (1.1)-(1.3). Moreover, there exists an equivalent norm on H for which S(t) is a
actually a contraction semigroup.

In order to prove the theorem, the first step is to devise the correct norm. To
this end, let us introduce the functional | - |,, on H, acting as

|(m )l = [1nl1* + 28(n, ue) + arljug . (6.1)

This object turns out to be an equivalent norm on H. This is a consequence of the
following lemma.

LEMMA 6.2. Let 2 > 0. Then there exist a constant ¢ > 1 such that

1
NG w)llae < 1(n, )y < ell(n, w)llae

Proof. The second inequality is straightforward. Concerning the first one, notice
that by the Young inequality we have

210, < el + s 2
Therefore,
.l > (=l + (= Z)
Exploiting the fact that s > 0, we can choose € close to 1 so that
32

1-e>0 and a—— >0,
€

and the proof is finished. O

REMARK 6.3. For w = (1, u) and w’ = (1//, v'), the norm |- |,, defined in (6.1) is
induced by the scalar product

(w,u')y, = (n,0') + B, uy) 4 Bluz, n') + oug, ul,). (6.2)

We are ready to prove theorem 6.1.
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Proof of Theorem 6.1. Consider the space H endowed with the equivalent norm
| - |5;- The result then follows from an application of the classical Lumer—Phillips
theorem (see [10, 15]), which states that a densely defined linear operator A is the
infinitesimal generator of a contraction semigroup S(t) = e if and only if

(i) A is dissipative, that is,
(Au,u),, <0, YuecDA).
(ii) The operator A — T is onto, where I is the identity operator on H.

Indeed, after theorem 4.1, we know that 1 € p(A), which implies (ii). We are left
to prove (i). A direct computation yields

(Au, u)y, = (QUzee + BNza, ) + B{0ULz0 + Blze, Uz)
= B Nzw + Buzez) — &(loz + Boza, Us).
Accordingly, by an integration by parts, along with the fact that n, u, € H{,
(Au,u), =0, (6.3)
for every choice of (n, u) € D(A). O

REMARK 6.4. It is apparent from the proof that the operator —A fulfils the hypothe-
ses of the Lumer—Phillips Theorem as well. Consequently, S(t) is actually a strongly
continuous group of bounded operators (see, e.g., [15]).

The energy corresponding to the solution (1.1)—(1.2) with initial datum ¢ =
(¢, ) is classically defined by

1 1
E(t) = 515815 = 5 [In(®)]2 +26(n(t), u (1) + allus(1)2].
Such an energy turns out to be conserved.

COROLLARY 6.5. For every initial datum ¢ € H, the corresponding energy E(t) is
constant.

Proof. Assume first ¢ € D(A). Since A is the infinitesimal generator of S(t), we
know that w(t) € D(A) for every t > 0, and

d
o0 =ASt)e.

Therefore, exploiting (6.3),
d 1d

GE) = 5 15Melz = (AS()¢, 5(H)¢) = 0.
Accordingly, the equality
E(t) = E(0)
holds for every t > 0. By density, and due to the continuity properties of the
semigroup, this equality remains valid for every ¢ € H. O
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7. The explicit representation of the solutions

When the problem is well-posed, it is actually possible to provide an explicit
representation for the solution to (1.1)—(1.3).

THEOREM 7.1. Let c = a — (3% > 0. For any (¢, ¥) € H and any n =1, 2,3, ...,
define the sequences

An:/ ¢(x)sinnzdzr and Bn:/ Yy (x) sinne dz.
0 0

Then the solution (n, u) to problem (1.1)~(1.2) with initial data (1.3) has the explicit

representation
2 oo
t) = —— t) si
1) = 775 L pa(B)sinna,
and
pR— cosnx
t)=— t
U( ) ﬂ_\/; ;q"( ) n 9
where

pn(t) = /3 A, cos(vzn®t) — (BA, + aB,) sin(y/3x n’t),
and
n(t) = /3 By, cos(vzn®t) + (An + BB,) sin(vzen’t).

In order to prove the theorem, we work in the complexification of the Hilbert
space H, endowed with the (complex) scalar product (-, -),, given by (6.2). Hence,
the norm of u = (1, u) now reads

2
luly, = [nl]* + 28 R(n, uz) + of|ua ||

Let us consider suitable multiples of the eigenfunctions u} given by (4.7),

corresponding to the eigenvalues A* = +iy/>n? of A, namely,

1 +1
£(x) (a sinnz, BLivx
n

COs TL.’IJ) .
axT

|

The following holds.

PROPOSITION 7.2. Forn =1, 2, 3, ..., the functions w form an orthonormal basis
of (the complezification of) H, with respect to the scalar product (-, -)4,.
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Proof. By direct calculations, one can check the relations
(wh w.)y =0, Vnm,
and
(w7:‘1:7w1:"r:1)7-l = Onm.-

We are left to show that the system is complete. Let f = (f, g) € H. The two
components of f can be decomposed as

o0 o0
) cosnx
f= g apsinnr and g = g b .
n
n=1 n=1

It is then sufficient to verify that each vector

. cosnx
fn = lapsinnz, b, ——

can be expressed as a linear combination of w;} and w,, . That is, we are looking
for constants ¢,, and d,, such that

fo=cow) +d,wy,,
which is equivalent to solve
1
Vaoser
1
Vaoser

But for every n, this system has a unique solution, due to the fact that s # 0. O

[acn + adn] ,

[(5 + l\/’;)cn + (8- Z\/;)dn]

Qn =

by =

Proof of Theorem 7.1. On account of proposition 7.2, we look for a solution u(t) =
(n(t), u(t)) to (the complexification of) (1.1)—(1.3) of the form

oo (oo}
u(t) = af (w) + a, (Hw,.
n=1 n=1
Then, it is readily seen that

> i 2 > — —i/zn? —
u(t) = af(0)eV " wl + > a, (0)e V" (7.1)

n=1 n=1

where the initial values a;f(0) are deduced from the initial conditions (1.3) via the
formula

ay (0) = ((6,9), wy)yy-
More explicitly,

0 (0) = mlm [¢Ay + iv/5 (B A + aBy)].

At this point, assuming ¢ and 1 to be real functions, we find the explicit form of
the (real) solution 7(t) and u(t) as in the statement of the theorem. O
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The explicit representation of the solution allows us to recover the conservation
of the energy predicted by corollary 6.5. Indeed, the energy E(t) corresponding to
the initial datum (¢, ©) reads

1 o0
E) = — > [P2(0) + 28pa(D)an(t) + g2 (1)].
n=1
Observe that for every fixed n, the equality

P2(t) + 200 (D)an(t) + ag2(t) = | A2 + 284, B, + aB2]

holds for every ¢ > 0. This means that

oo

E(t) = % 3 [Ai " 28A,B, + aB,%] = E(0),

n=1

that is, the energy is constant in time, as expected.

REMARK 7.3. In fact, the representation above for (7, u) is valid for all times ¢ € R.

8. Analysis of the case a = 0

Although in the whole paper we have assumed « # 0, for the sake of completeness
we finally discuss the degenerate case o = 0. We shall distinguish two cases.

8.1. The case 3 # 0
System (1.1) becomes
m — 577m = 07
Up + Ny + Py, = 0.

Since » = —f3%2 < 0, in light of theorem 6.1 well-posedness is not expected. This
is exactly what happens. Clearly, the first equation can only have a solution if
B > 0, for otherwise it is a backward heat equation, which is known to be ill-posed.
However, if 8 > 0, once 7 is deduced from the first equation, we end up with a
nonhomogeneous backward heat equation for u, once again ill-posed.

8.2. The case 3 =0

We have the even simpler system

e = 07

ug + 1. = 0.
If there exists a solution in some weak sense, with initial data (¢, ©), it must be of
the form

n=¢ and u=1 — P,t.

Then it is readily seen that it is not possible to find a solution for all initial data in
‘H. Just choose ¢ € H but not more regular. Nevertheless, the problem turns out
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to be well-posed if we change the underlying phase space. For instance, considering
the space

V=H; x H,

we see that for every initial datum (¢, 1) € V, the pair (1, u) defined above is
indeed the unique solution of the system in V.
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