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Niobium-3 Tin (Nb3Sn) is the most promising alternative material for Super-

conducting Radiofrequency (SRF) particle accelerator cavities. Current SRF ac-

celerators use superconducting niobium accelerator cavities, which are nearing

their theoretical limits of performance. Nb3Sn promises increased quality fac-

tors, twice the operational temperature (4.2 K instead of 2 K), and almost twice

the theoretical accelerating gradient–96 MV/m in a TESLA elliptical style cav-

ity. These advances can reduce the size and complexity of particle accelerators

while simultaneously making them more efficient. The capability of operating

at 4.2 K enables the creation of small-scale superconducting accelerators that are

run off cryocoolers and could be used in research and industrial applications.

Current Nb3Sn cavities achieve quality factors of 2·1010 at 4.2 K. The accelerating

gradient, however, is limited far below the theoretical potential of this material,

with the best recorded reaching 24 MV/m. In this work we present studies on

what is limiting the maximum accelerating gradients in these cavities. We study

cavity performance under RF testing, make dynamic measurements of cavity

heating during operation, study samples with microscopy, and develop mod-

els of Nb3Sn material growth. In the process we develop new diagnostic tools

for SRF development: a dynamic/high speed temperature mapping system that



measures the spatial heat distribution on a cavity at 50 ksps, and high-power test

system for measuring the ultimate critical fields (theoretical limit of the accel-

erating gradient) of new materials. We explore models of cavity losses/heating

that limit the accelerating gradient and propose modifications to the material

growth process to create Nb3Sn cavities with higher accelerating gradients and

quality factors. We conclude with results from a new cavity coating wherein

we have suppressed multi-gap superconductivity that has been seen in these

cavities and was a limitation to the quality factor.
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8.19 The simulated temperature versus the magnetic field with a
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9.9 ASD plots for comparing untreated and BCP treated Nb3Sn sam-
ples. One standard deviation error bars are shown by dotted lines.192

9.10 I-V Curve for room temperature electropolishing. Current oscil-
lations were found from ≈ 1.2 V to 2 V–showing the ’polishing
regime.’ The plotted current is the average current at the voltage. 193

xxii
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10.4 Microscopy of the post-nucleation samples. a) and d) highlight
the ’kind’ of area the cross-section was taken through but are not
the actual location and are only for reference. b) e) show TEM
cross-sections. c) and f) show TEM-EDS maps. Images b, c, e,
and f courtesy of P. Cueva and D. A. Muller, Cornell University
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11.4 RF testing results from the new cavity. a) Q vs E at 4.2 K. The
cavity quenched from a field emitter at 14 MV/m. b) The fit BCS-
resistance of the new cavity coating versus temperature (1/T ).
There is no longer any apparent ’multi-gap’ behavior. The BCS
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CHAPTER 1

INTRODUCTION

Particle accelerators are machines that use electromagnetic fields to acceler-

ate charged particles. These machines create beams of energetic particles for use

in a variety of applications. Particle accelerators are a key tool of science where,

through direct beam use or the production of x-rays, they are used to probe

subatomic particles [A+12], study new materials needed for future technologies,

and advance chemical, biological, and medical research [BEW05, Gal14]. 45 No-

bel Prizes have been awarded for research that involves particle accelerators

(either in the discovery or proving of a theory) [SW14]. Outside of research ac-

celerators find important applications in medicine and industry [HS09, Sab13].

Particle beams are used to treat cancers and generate nuclear isotopes used

for diagnostics. Accelerators are used in the production of plastics, food and

equipment sterilization, and many other areas. Many other areas of research,

medicine, and industry could be enabled by the advancement of particle accel-

erators [HW15, HS09].

Most major modern accelerators use Radiofrequency (RF) electromagnetic

waves to accelerate particles. The RF wave is trapped in a metal resonant struc-

ture known as an accelerator cavity. As the RF wave oscillates in the in the

accelerator cavity a portion of it is absorbed into the wall as heat through re-

sistive losses. Minimizing these losses is one important objective in RF cavity

acceleration.

We introduce standard figures of merit for accelerator cavities here (dis-

cussed in greater detail in chapter 2). The accelerating gradient is the maximum

energy gain (or loss) of an electron (or other charged particle) when traversing
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the accelerator cavity, divided by the charge. We typically express the accelera-

tor gradient in terms of MV/m. An electron traversing (appropriately timed) a

1 m long accelerator that is running at 10 MV/m will gain 10 MeV of energy. To

measure the efficiency of an accelerator cavity we use the quality factor, Q, of

the cavity.

Accelerator cavities may be built out of copper, but they are limited to small

accelerating gradients or pulsed operation. Many applications require contin-

uous beams of high energy particles. Under these circumstances so much RF

energy would be absorbed by the cavity walls that the copper would melt (or

the accelerator would have to be unfeasibly long). For these applications super-

conducting materials are used for the accelerator cavities.

Superconductors have a very small resistance in RF fields1–roughly one mil-

lionth that of copper–allowing the accelerator to operate efficiently with high RF

fields/accelerating gradients. Accelerator cavities made from superconductors

are called Superconducting Radiofrequency (SRF) accelerator cavities. Niobium

has been the standard superconductor for SRF accelerator cavities since the first

SRF accelerator was built at SLAC in the 1960’s [PSFW64, Pad17].

At currently achievable performance the losses in the walls of accelerator

cavities seem trivial. The under construction accelerator, LCLS-II, accelerator is

roughly 300 m long (of accelerator cavities) and uses accelerator cavities operat-

ing at 16 MV/m with quality factors of ≈ 3 · 1010 [Ros19]. The total power lost in

the accelerator cavities is only 2.7 kW–roughly the power consumption of three

homes combined. This seems like nothing for a large accelerator, but the true

problem is keeping the accelerator cavities cold. At 2 K is takes ≈ 800 W to re-

1Superconductors are usually known for having 0 electrical resistance, but this is true only
for DC electricity, not AC/RF, as we will see in chapter 2.
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move 1 W of deposited heat and a large, complicated cryogenics plant [SKR03].

This increases the power requirements to ≈ 2.2 MW. In comparison, copper

cavities operating at the same accelerating gradient would consume ∼ 1 GW.

Niobium cavities are much more efficient than copper cavities, but the cost of

refrigeration is quite considerable, making improving the quality factor impor-

tant.

Niobium accelerator cavities have seen considerable advances and are near-

ing the theoretical limits of their performance [PVL15]. In lab experiments nio-

bium cavities have reached 50 MV/m–the expected limit2–and niobium cavities

have reached quality factors of > 4 · 1010 at 2 K. In the near future, further ad-

vancement of SRF accelerators will require the use of new materials beyond

niobium. The most promising material for future SRF accelerators is niobium-3

tin (Nb3Sn).

Nb3Sn can potentially operate at nearly twice accelerating gradient com-

pared to niobium–≈ 96 MV/m–and can operate efficiently at 4.2 K (twice that

of niobium) [PL14, God06, CS08a]. The accelerating gradient is roughly the en-

ergy gain per meter of active accelerator. A higher accelerating gradient allows

for shorter and/or higher energy accelerators. The increase in operating tem-

perature significantly reduces the cost to run SRF cavities (to roughly 1/3rd) and

reduces complexity of refrigeration of major accelerators. This increased oper-

ating temperature also allows for small SRF cavities to be run off cryocoolers.

This can allow for small scale SRF accelerators in research and industry that

open new areas therein. For this reason, Nb3Sn has seen considerable interest.

Recent development has created Nb3Sn cavities that are capable SRF op-

2Accelerating gradient limits depend on both the material and the cavity shape. This is the
theoretical limit for a TESLA elliptical cavity [A+00].
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eration [PH17, PVL15, PL14, Pos14, Hal17]. These cavities have shown effi-

cient operation at 4.2 K at accelerating gradients that match that requirements

of some current, major accelerator facilities [Gal14]–Q = 2 · 1010 and 17 MV/m.

These cavities are already more efficient than their niobium brethren and at-

tempts to create small scale Nb3Sn accelerators for industry has already be-

gun [SHL+20, DPG+20, CCPR20]. These cavities, however, are limited to ac-

celerating gradients far below their potential.

Current Nb3Sn cavities are limited to ≈ 17 MV/m [HW15, Hal17] of their

theoretical maximum, with the best ever reported performance reaching ≈

24 MV/m [PLS+21]. The cavity is limited to what we refer to as the ’quench

field’ and is said to ’quench’ when this field is reached. Increasing the quench

field is important for the development of future particle accelerators such as

the International Linear Collider (ILC) [Beh13] or it’s upgrades, allowing new

machines to be constructed at reasonable prices [AKS05]. The quench field has

increased with development (from 14 MV/m in 2015) and information about the

current limitations has been gained [HW15, Hal17]. Though previous research

has investigated the cause of the limitations, it is not yet understood.

In this work we investigate the cause of accelerating gradient limitations in

Nb3Sn cavities. We collect performance data of cavities (RF testing) to learn

as much as we can about the quench mechanism and compare to theoretical

models–some models are ruled out and others are proposed. We will detail

the creation of novel tools meant to investigate the cavity quench mechanism

(among other possible applications): high-speed temperature mapping and a

high pulsed power cavity capable of measuring the ultimate accelerating gradi-

ent limitations of materials. Preliminary testing of Nb3Sn using this new high-
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speed temperature mapping will reveal never before seen dynamics that alters

previous understanding of the quench mechanism. We use microscopy to inves-

tigate our material and search for defects–we concentrate on impacts of surface

roughness on the quench field. In addition to this, we have worked to under-

stand how our material forms with collaboration of material scientists, micro-

scopists, and condensed matter theorists through the Center for Bright Beams

(CBB). Using this we have not only investigated potential causes of accelerat-

ing gradient limits in Nb3Sn cavities, but also how the material forms to create

these issues, and, most importantly, look at how to form cavities that do not

have these problems. We finally summarize all our insights and comment on

possible causes of cavity quench. Using this knowledge, we detail the creation

of a new Nb3Sn cavity that removes material defects and increases performance,

though, unfortunately, did not show increased accelerating gradients.

1.1 Organization of the Dissertation

A chapter breakdown of this dissertation is listed below. This dissertation can

be roughly divided into 3 main parts. Chapter 2 and 3 present background in-

formation required to understand this work. Chapters 4, 5, and 6 detail the

development and usage of experimental systems used in this work. Chapters

7, 8, 9, and 10 presents results from investigating the quench field and mate-

rial growth of Nb3Sn. This will include experimental results and theoretical

models and interpretations. Finally, the conclusion will draw together all the

experimental data and comment on the relevance to Nb3Sn SRF cavity develop-

ment. The conclusion will suggest how to improve Nb3Sn cavities using what

has been learned and then present preliminary results from a new Nb3Sn SRF
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cavity developed using this knowledge.

• Chapter 2: SRF Background. A brief introduction to SRF accelerator cav-

ities is given, motivating their importance, examining merits of perfor-

mance, and lightly covering the theory of superconductors in RF fields.

• Chapter 3: Nb3Sn for SRF Accelerator Cavities. The development of

Nb3Sn is further motivated, and the material is compared to other super-

conductors. Important material parameters are laid out and the material

creation process is detailed.

• Chapter 4: RF Cavity Testing. The process of preparing and testing Nb3Sn

cavities is detailed. The extraction of material parameters from RF cavity

data is discussed.

• Chapter 5: High-speed Temperature Mapping. Temperature mapping of

SRF cavities is introduced and the development of a first-of-its-kind high

speed/dynamic temperature mapping system is detailed. Performance of

this new temperature mapping system is explored.

• Chapter 6: A High Field Sample Host Cavity. The development of a new

sample testing system for determining the superheating field of supercon-

ductors is detailed. The expected performance and fabrication of the sys-

tem are discussed.

• Chapter 7: RF Measurements of Nb3Sn Cavities. Results from RF mea-

surements of Nb3Sn cavities are shown with a focus on understanding the

current limits of the accelerating gradient in these cavities. Surface resis-

tance data is also examined to understand material limits and we investi-

gate the apparent existence of ’multi-gap’ superconductivity in Nb3Sn SRF

cavities.
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• Chapter 8: Dynamic Temperature Mapping of Nb3Sn Cavities. Prelimi-

nary results from high-speed temperature mapping of Nb3Sn cavities is

shown. Nb3Sn cavities are shown to have dynamic heating including

temperature jumps, multipacting type behavior, and migration of cavity

quench location. The relevance to accelerating gradient limits is discussed

along with several potential theoretical explanations.

• Chapter 9: Surface Roughness. Attention is focused on microscopy of sam-

ples which reveals that the Nb3Sn surface we create is rough. The impact

of surface roughness on cavity performance is investigated and several

polishing techniques are examined.

• Chapter 10: Nb3Sn Material Growth. We will explore how Nb3Sn grows

and how feature deleterious to cavity performance form. We investigate

how to modify the coating procedures to grow better materials.

• Chapter 11: Conclusion. We will draw together all the experimental data

and comment on the relevance to Nb3Sn SRF cavity development. We will

suggest how to improve Nb3Sn cavities using what has been learned and

then present preliminary results from a new Nb3Sn SRF cavity developed

using this knowledge.
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CHAPTER 2

SRF BACKGROUND

Here we describe the basics of superconductivity as it applies to SRF accel-

erators. This provides a light background for those unfamiliar with supercon-

ductivity that should be sufficient to understand the material in this dissertation

and shows how superconductivity applies to key figures of merit for SRF accel-

erator cavities. This description is based on RF Superconductivity for Accelerators

by H. Padamsee et. al. [PKH98] and Introduction to Superconductivity by M. Tin-

kham [Tin12]. Those familiar with superconductivity and basic SRF may skip

to the next chapter.

2.1 RF Cavities and Charged Particle Acceleration

The simplest particle accelerator to imagine is a charged particle travelling be-

tween a negatively and positively charged plate. As the particle traverses the

electric field it will gain energy. This type of accelerator is effective and has

been utilized throughout history for early accelerators, industrial applications,

and as a first-stage accelerator for many modern accelerators [Hel05]. The big

limitation of technique is that the potential difference between the two plates

eventually becomes limited by the breakdown voltage between the plates; a

different method is needed to achieve the high energies needed from modern

accelerators.

Instead of using a static electric field a dynamic RF field is used. Bunches of

particles can be timed so that they only see an electric field that accelerates them

(in the desired direction) and go through the RF field as many times as needed
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Figure 2.1: An example SRF cavity used in this work. This is a TESLA elliptical
cavity shaped for electron (speed of light particle) acceleration [A+00].

to reach the desired energy. This RF field is contained in metallic resonance

cavity.

In an accelerator cavity a resonate RF field is established. The cavity is

shaped–and a specific resonant mode excited–such that there is an electric field

parallel with the particle beam line. Figure 2.1 and 2.2 show an example SRF

cavity and a diagram of the electromagnetic fields contained inside. The electric

field alternates direction, but the particles are spaced and timed such that the

electric field is always aligned to increase their velocity/energy.

In addition to the accelerating gradient a magnetic field is induced at the

surface of the cavity (and elsewhere) and an electric current is established in

the cavity wall. The electric current results in resistive losses in the cavity wall,

draining energy from the cavity and requiring additional input power to main-

tain the required RF field. In modern accelerators the losses induced in the wall

(and the energy required to cool the wall) amount to large operational costs.
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Figure 2.2: A diagram of an SRF cavity. RF fields resonate in the cavity. A mode
is excited that has an electric field along the beamline axis. The electric field
alternates direction over time and particles will gain or lose energy depending
on their timing. The accelerating gradient is defined by the maximum energy
change per electron charge of a particle while traversing the cavity, divided by
the length of the cavity. Bunches of particles are timed so that they only see an
accelerating field when they move through the cavity. In addition to the electric
field an azimuthal magnetic field is generated in the cavity. This azimuthal
magnetic field induces electric currents at the surface of the cavity wall causing
resistive losses in the material.

Reducing these energy costs while obtaining large accelerating gradients is

the key goal in the field of SRF accelerators. Using superconductors allows the

substantial reduction in losses while increasing in obtainable accelerating gradi-

ents (in continuous wave operation), but the superconductors can be improved

to decrease energy consumption and increase obtainable accelerating gradients.
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2.1.1 Major parameters of SRF cavities

There are three major parameters used when discussing SRF accelerator cavi-

ties: accelerating gradient, quality factor, and operating temperature (combined

with cryogenic efficiency). The accelerating gradient determines the energy gain

of a particle traversing the cavity, while all three parameters determine the en-

ergy efficiency of the accelerator. These parameters are different than those used

to describe the physics (surface magnetic field, surface resistance, and temper-

ature). In this work we are interested in both the operation of accelerators as

well as the underlying physics and will convert between these parameters fre-

quently.

The accelerating gradient, Eacc, is defined by the maximum energy change

per electron charge, Vacc, of a particle while traversing the cavity, divided by the

length of the cavity,

Eacc =
Vacc

L
, (2.1)

This includes the ’transit-time factor’ of the particle [Lee11]: the effect of the par-

ticle having a finite transit-time through the cavity during which the RF fields

are changing. For a relativistic particle (e.g., electrons) traversing a typical ellip-

tical shaped cavity the maximum energy gain occurs when the particle is timed

to traverse the middle of the cell when the electric field is at its maximum. For

given energy, U, in a cavity electromagnetic simulation software can be used

to calculate the accelerating gradient as well at the peak surface magnetic field,

Bpk. The ratio [Bpk/Eacc] allows for the quick conversion between Eacc and Bpk.

The quality factor can be determined from the energy in the cavity, U, the
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power dissipated on the cavity wall, Pdiss, and resonance frequency, f0,

Q0 =
2π f0U
Pdiss

, (2.2)

The energy in the cavity can be calculated by,

U =
µ0

2

∫
V
|H|2 dV , (2.3)

where µ0 is the permeability of free space. This is usually calculated using an

electromagnetic simulation software. With the surface resistance known we can

calculate the power dissipated on the walls,

Pdiss =
1
2

∫
S

Rs(H)|H|2 dS , (2.4)

The TESLA elliptical [A+00] and Cornell ERL [VL11b, EBC+13] cavities used

in this research have been optimized to have flat magnetic field profiles on the

cavity walls that sharply fall to zero in the beam tubes (see Fig. 2.3). In addition,

we will see that the resistance varies slowly with the magnetic field. This allows

us to simplify equation 2.4 by using only a single value of H to determine the

surface resistance,

Pdiss =
1
2

Rs(Hpk)
∫

S
|H|2 dS , (2.5)

With other cavity geometries or severe changes in surface resistance a more ac-

curate methods are needed [ML18, Man20]. However, we can avoid such com-

plications in this work.
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Figure 2.3: The magnetic field distribution on the wall of an LTE cavity. The
cavity cross-section is shown start at the equator. The magnetic field distribution
was calculated using CLANS.

Combining equations 2.2, 2.3, and 2.5 we get,

Q0 =
2π f0µ0

Rs

∫
V
|H|2 dV∫

S
|H|2 dS

, (2.6)

We can simplify this equation by introducing the geometry factor, G, of the cav-

ity,

G = 2π f0µ0

∫
V
|H|2 dV∫

S
|H|2 dS

, (2.7)

The geometry factor can be computed using electromagnetic simulation soft-
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ware and is independent of the magnitude of the RF fields (only depending on

the distribution of the RF fields). This allows for quick conversion between the

quality factor and the surface resistance,

Q0 =
G
Rs
. (2.8)

We additionally define the shunt impedance, R/Q. The shunt impedance

determines the accelerating gradient for a given power dissipation in a cavity.

It is a constant determined purely by the geometry of the cavity and is found

through electromagnetic simulation.

Table 2.1 lists computed cavity parameters for the cavities used in this work.

TESLA (LTE) [HMS92, Edw95] Cornell ERL [VLF+14]
f [GHz] 1.3 1.3

Bpk/Eacc [mT/MVm−1] 4.23 4.08
G [Ω] 278 272

Epk/Eacc 1.88 1.76
Ra/Q0 [Ω] 105 116

Epk/
√

U [MVm−1/
√

J] 15.1 14.7

Table 2.1: A table of key parameters for the SRF accelerator cavities used in this
work. The values in the table are taken from their respective references.

To compute the AC-plug wall power (electric power from the utility com-

pany), Pcryo, required to keep the accelerator cold we require the Coefficient of

Performance, COP, of the cryogenic cooling system. The COP−1 measures the ef-

ficiency of the refrigeration and tells us how many Watts of AC-plug wall power

is required to remove/cool 1 W of dissipated power in the cavity. The higher the

operation temperature of an accelerator the more efficient cooling becomes. We

arrive at the equation [PKH98],
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Pcryo =
E2

accL2

Ra
Q0

Q0

1
COP

, (2.9)

where L is the length of active1 cavity.

Three plots will commonly be shown in this work to present RF cavity per-

formance data: Q vs E, Q vs T, and R vs 1/T. Example plots are shown in Fig.

2.4. Q vs E plots show the dependence of the quality factor on the accelerat-

ing gradient. As discussed below, the quality factor usually changes with the

accelerating gradients. The example Q vs E shows a typical trend in SRF cavi-

ties called ‘Q-slope.’ A Q-slope is a decrease in Q with increasing Eacc. Figure

2.4a shows the quality factor at both 4.2 K and 1.7 K to show the difference in

the quality factors at those temperatures. To better examine the dependence of

the quality factor on the temperature Q vs T and R vs 1/T are used. These are

shown at a fixed accelerating gradient.

2.2 RF Superconductivity Primer

Niobium and Nb3Sn belong to the family of ”conventional” superconductors

that are well described by Bardeen-Cooper-Schrieffer (BCS) theory [BCS57]. In

BCS theory, there exists a small attractive potential between opposite spin elec-

trons (usually provided through lattice phonon interactions between the elec-

trons). This causes electron pairs to become correlated and creates an energy

gap, 2∆, that must be overcome to break the pair2. However, the Cooper pairs

1The portion of the accelerator with active SRF cavities–ignoring beam tubes and other non-
accelerating components.

2In an ideal BCS superconductor ∆ is related to the critical temperature, Tc, and the Boltz-
mann constant, kB, by ∆(T = 0)/kBTc = 1.75, however, real superconductors vary from this ratio.
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(a) Q vs E. (b) Q vs T.

(c) R vs 1/T.

Figure 2.4: RF testing results from the cavity STE1-2–a 2.6 GHz TESLA elliptical
style cavity coated with Nb3Sn [RDPM19]. a) Q vs E at 4.2 K and 1.7 K. b) Q vs
T at 3 MV/m. c) R vs 1/T at 3 MV/m. This curve has had a residual resistance
(defined in section 2.2) subtracted from it to highlight the temperature depen-
dence. A fit model overlays the data.

obey Boson statistics and at sufficiently low temperatures may form a Bose-

Einstein condensate. This creates a scenario where–below a critical current den-

sity, jc–the energy required to break one Cooper pair is related to the energy to

break all Cooper pairs in the condensate. The result is a supercurrent of charged

Cooper pairs that cannot scatter while flowing through the material and move

with zero resistance: superconductivity.

In a low ambient magnetic field, the transition to a superconducting state
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establishes supercurrents near the surface of the material that screen magnetic

fields from the bulk (with exception of ’pinned magnetic-flux’ discussed later).

This results in the complete expulsion of magnetic field from the superconduc-

tor: the ’Meissner Effect.’ External magnetic field can still penetrate the material

but decay exponentially such that

H(x) = H0e−x/λ , (2.10)

where H0 is the magnetic field at the surface of the superconductor, x is the

depth into the superconductor, and λ is decay constant called the ’penetration

depth.’

When the surface of a superconductor is exposed to sufficiently high mag-

netic fields, superconductivity and the Meissner effect begin to break down.

There are two types of superconductors: type-I and type-II, and they experience

different reactions to increasing magnetic fields. The kinds of superconductors

we are concerned with in this work–Nb and Nb3Sn–are type-II superconduc-

tors. In type-I superconductors there is a critical (surface) magnetic field, Hc,

at which point superconductivity (locally) breaks down [Tin12]. In type-II su-

perconductors the dynamics are more complicated than in their type-I brethren

and multiple critical fields exist. We will focus on the first, Hc1; second, Hc2;

and superheating, HS H, critical fields [Tin12]. Below Hc1 the material exhibits

the Meissner effect. However, between Hc1 and Hc2 bulk superconductivity is

maintained but it becomes energetically favorable for quanta of magnetic flux

to nucleate into the superconductor. These quanta of magnetic flux are referred

to as magnetic vortices and superconductor is said to be in the vortex state. In

the SRF community it is generally considered impossible to operate an SRF cav-
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ity (at any appreciable accelerating gradient) in the vortex state due to heavy

resistive losses from the vortices oscillating in the RF fields; however, there ex-

ists a surface potential energy barrier to magnetic vortices entering the mate-

rial. This barrier persists up to HS H. This allows the existence of meta-stable

Meissner state up to HS H. HS H is generally considered the ultimate limit for SRF

accelerator cavities [PKH98].

In addition to magnetic field limits, the superconducting state only exists

up to a critical temperature Tc. This temperature is determined by material

properties. In particular, the energy gap depends on the density of states at the

Fermi level which is temperature dependent. As T approaches Tc the energy

gap approaches zero and superconductivity ceases. In an ideal BCS supercon-

ductor [Tin12],

∆(T → Tc) ≈ 3.06kBTc

√
1 − T/Tc , (2.11)

In addition, other aspects of the superconductor change with respect to tem-

perature. Most critically to our current discussion, the critical magnetic fields

change with respect to temperature. The exact forms are difficult to work out

for all temperatures and is material dependent, but the dependence near Tc is

roughly given by,

Hc1,c2,SH ∼

1 − (
T
Tc

)2 , (2.12)

The critical magnetic fields are roughly illustrated it Fig. 2.5 [Tin12].

While BCS theory shows no electrical resistance to DC currents, the same is
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Figure 2.5: Superconducting phase space showing the magnetic field and tem-
perature limits for the Meissner state, meta-stable Meissner state, and the vortex
state.

not true in RF fields. In RF fields the Cooper pairs must continually accelerate

in alternating directions to screen the magnetic field from the bulk. However,

since Cooper pairs have inertia, they cannot instantaneously accelerate, and un-

paired electrons will also respond to the changing electromagnetic field. This

gives loses near the surface of the superconductor (determined by the penetra-

tion depth, λ) which we describe as a surface resistance, RBCS. Fully calculating

RBCS is an intensive task, however, at low temperatures (T < Tc/2), frequencies

(2π fℏ < ∆), and short electron mean free paths (l < 100 nm) RBCS reduces to a

simple functional form [Hei01],
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RBCS = A
f 2

T
exp

[
−∆

Tc

T

]
, (2.13)

where f is the frequency of the RF field and A is a constant that depends on

material parameters. The exponential suppression of the surface resistance at

low temperatures is key to the efficient operation of SRF cavities3.

A short coming of the classical BCS formulation is the lack of magnetic field

dependence in RBCS. Recent experimental results in nitrogen doped niobium

have shown marked magnetic field dependence in RBCS and a variety of theories

have extended BCS theory to look into this [GRS+13a, GRT+17, Gur14b, XRK13,

Man20]. Nb3Sn has not shown magnetic field dependent RBCS so we will treat it

as field independent here [Pos14].

In addition to the fundamental BCS resistance there is additional resistance

referred to as residual resistance, RBCS. The total surface resistance is then,

Rs = RBCS (T,H) + RResidual (H) , (2.14)

Residual resistance can arise from many sources. These loss mechanisms are

usually temperature independent or only weakly temperature dependent com-

pare to RBCS.

One particularly important source of residual resistance is trapped magnetic

vortices. When an ideal superconductor enters the Meissner state all magnetic

field should be expelled, however, impurities, inclusions, grain boundaries, and

3This exponential suppression holds true for ’conventional’/s-wave superconductors. Al-
most all high temperature superconductors are d-wave superconductors for with RBCS is only
polynomially suppressed and RF resistance remains high down to low temperature [Cio14,
LD00].
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other defects can provide areas where superconductivity is suppressed. These

act as local potential minima when the magnetic field is being expelled that can

pin magnetic field. Due to the superconducting state, the trapped magnetic field

creates magnetic vortices of one magnetic flux quantum each. These magnetic

vortices have normal conducting cores and oscillate in the RF fields causing

additional losses in the cavity [GC13, LHK+18, CMG+17].

There is a characteristic size for which defects matter: the superconduct-

ing coherence length, ξ0. The superconducting coherence length is the relevant

length scale over which the density of superconducting electrons can signifi-

cantly change and expresses the degree of non-locality of the superconductor.

Defects smaller than ξ0 have little to no effect on the superconducting state.

Another characteristic length we already introduced in equation 2.10 is the

penetration depth, λ. In an ideal superconductor free from defects (the ’clean’

limit) the penetration depth is given by the London penetration depth [Tin12],

λL =

√
mc2

4πne2 , (2.15)

where m is the mass of the election, e the electron charge, c the speed of light, and

n is the density of normal conducting electrons. In the presence of impurities the

electron mean free path, l, becomes shorter and the penetration depth has been

shown to take the form [Tin12],

λ(T = 0) = λL

√
1 +
ξ0
l
, (2.16)

which increases as the mean free path becomes shorter. The coherence length
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and other superconducting parameters also vary with the mean free path.

2.2.1 Limitations to Achievable Accelerating Gradients

Though HSH determines the theoretical maximum accelerating gradient (for a

given cavity geometry) SRF cavities are usually limited below this field. Only

recently have niobium cavities managed to reach this theoretical limit [PVL15]

and these fields are still unachievable in real accelerators. There have been many

documented defects/mechanisms that limit the accelerating gradient. An excel-

lent summary of common defects in SRF cavities is provided in [PKH98].

In general, we outline several categories of limitations. Some de-

fects/mechanisms absorb increasing large amounts of energy as the cavity’s

accelerating gradient is raised. The cavity remains superconducting, but in-

creasing the accelerating gradient further requires more power than is available

in the experiment setup. We refer to this as ’power limited.’ In a second limita-

tion all or a large portion of the cavity is driven normal conducting. The large

section of normal conducting material almost instantly absorbs all the energy in

the cavity. We refer to this as a ’quench.’ Within quenches there are multiple

phenomenology. In some cases, a large portion of material all turns normal con-

ducting at once at an onset surface magnetic field. We will call this a magnetic

quench. A small region can also continually warm up until ’thermal runaway’

condition is met in the cavity and uncontrolled heating occurs as the hot spot

grows–until all the energy in the cavity is absorbed. We refer to this as a ’thermal

quench.’

We will briefly summarize several important quench mechanisms in SRF
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cavities:

• Normal conducting inclusion: if a small piece of non-superconducting

metal is embedded in the cavity wall it will cause significant heating. In

sufficiently high RF fields this can cause a thermal quench. This type of

quench has a temperature dependence that can be roughly estimated in

terms of the Rn, the resistance of the normal conducting region, a, the

radius of the normal conducting region, and k, the thermal conductiv-

ity [PKH98]:

Hquench(T ) ≈

√
4k(Tc) (Tc − Tb)

aRn
(2.17)

• Suppressed superconductivity: The surface of the SRF cavity may not

have a homogenous gap. Areas of different chemical compositions can

have different superconducting gaps [God06]. Thin normal conductors

on the surface can become superconducting through the proximity ef-

fect [DGH65, Tin12] and reduce the superconductivity in a region. Varia-

tions in mean free path, variation in crystal orientation, and grain bound-

aries can change the superconducting gap. There could also be remnants

of other superconductors on the surface (i.e. tin on Nb3Sn). These areas of

depressed superconductivity can have a reduced HSH or caused increased

heating.

• Sharp feature: A spike or pit in the surface can create a local region of in-

creased surface magnetic field [PHLM16, PMS08, KGPL99]. This can cause

regions to locally exceed HSH. If this occurs over a large enough area this

can trigger a thermal quench. In addition, a deep/rough grain boundary
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geometry can allow early entry of magnetic vortices into the grain bound-

ary and cause increased losses or cavity quench [CPT+21, Pac20].

• Field emitter: Sharp surface features or normal conducting inclusions also

have the potential to emit electrons into the cavity [PKH98]. This comes

from local enhancement of electric fields and–if the feature warms up–

increased thermionic emission. These electrons are accelerated in the cav-

ity, absorbing energy from the RF fields. Due to the field curvature, these

electrons often impact on other parts of the cavity, creating a line of heat-

ing parallel to the beamline while emitting electrons. The emission of

electrons increases exponentially with the accelerating gradient and the

electrons progressively absorb more power. Field emitters often ’power

limit’ the accelerating gradient as increasing the field requires exponen-

tially more forward power. Some field emitters can be processed: as they

emit electrons they heat up and can get hot enough to either melt them-

selves or explode.

• Multipacting: Multipacting can be understood to be a form of resonant

electron emission [SB20, PKH98, Wei84]. An electron ejected from the sur-

face and is accelerated by the RF field. When the electron crashes back

into the cavity wall it deposits energy that can eject more electrons. Multi-

pacting is a resonant effect involving this mechanism. In one-point multi-

pacting ejected electrons return to the same point where they were ejected,

ejecting more electrons that return to the same. In two-point multipacting

ejected electrons from point A hit point B which ejects more electrons that

hit point A again. Under the correct circumstances more than one elec-

tron will be ejected by each impact and the number of electrons will grow

exponentially. The ejected electrons per impact is called the Secondary

24



Electron Yield (SEY). Due to the acceleration of electrons this process pro-

duces radiation. The resonant process will eventually drain the energy in

the cavity, reducing the yield of secondary electrons. The cavity can reach

a stable equilibrium energy or undergo oscillations in energy.

There is both a material aspect and geometric aspect to this mechanism.

Modern elliptical cavities (such as those used here) have been geometri-

cally optimized to minimize multipacting. They typically only see mul-

tipacting when there is a contaminant on the surface (possibly even an

adsorb layer) that increases the secondary electron yield from an impact.

In addition, due to the shape of the cavity, any emitted electrons tend to

migrate to the equator and multipacting is only seen near the equator.

Since multipacting usually involves some sort of contaminant that in-

creases the SEY these contaminants can often be burned away/destroyed

by the continual electron collisions. When multipacting is encountered, it

is common to leave the cavity ’multipacting’ for an extended period. Over

time the contaminants are burned away, and the accelerating gradient will

slowly rise (of course, this is not always successful). The process is called

processing4.

We are particularly interested in the case of multipacting near the cavity

equator. In general, multipacting is highly field dependent–being an issue

only in a band of Eacc. In [SB20] the most problematic accelerating gradient

was calculated:

E0 =
35.7M f
Bpk/Eacc

(2.18)

where f is the frequency of the cavity and M is a magnetic parameter given
4We are a very creative group of scientists and engineers.
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in the text that is independent of the frequency. The specific value here

depends on both the geometry and the location of the multipactor. This

equation shows a linear dependence on the frequency of a cavity (pro-

vided the cavity is scaled with the frequency). This dependence has also

been observed experimentally for equator multipacting [Gen03].
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CHAPTER 3

NB3SN FOR SRF ACCELERATOR CAVITIES

In this chapter we will introduce Nb3Sn and discuss background that pre-

dates the work in this dissertation [PH17, PVL15, PL14, Pos14, Hal17]. This in-

cludes why to pursue Nb3Sn over other materials, relevant material properties,

and fabrication techniques.

3.1 Why Nb3Sn?

Nb3Sn has two key advantages over niobium for accelerator applications. The

transition temperature of Nb3Sn is ≈ 18 K [God06] compared to only 9.2 K for

niobium. In addition to this, theoretical calculations of the superheating field of

Nb3Sn find it to be ≈ 425 mT [CS08a]–nearly twice as high as the superheating

field of niobium, ≈ 220 mT. The improved Tc and HSH gives the material the

potential to be material of choice for future accelerators.

The improved Tc offers several advantages. Primarily, an increase in Tc al-

lows the superconductor to be operated at a higher temperature with the same

RBCS. With the currently achievable residual resistances for this material Nb3Sn

SRF cavities achieve the same quality factors at 4.2 K operation as clean nio-

bium does at 2 K. Due to the cooling efficiency of cryogenic systems this offers

a huge improvement in energy efficiency. Figure 3.1 roughly demonstrates the

efficiency of cryogenic liquid helium plants. The increase in operating temper-

ature roughly decreases the energy consumption by a factor of three.

The increase in energy efficiency can lead to several gains in an accelerator.

The overall energy consumptions of the accelerator can be lowered. The accel-
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Figure 3.1: The Coefficient of Performance (COP) of a typical large-scale cry-
oplant for cooling an SRF accelerator. This figure was adapted from [Pos14]
using data from [SKR03].

erator could be run at a higher luminosities1. The accelerator can also be run

at a higher accelerating gradient for the same energy consumption per length

either increasing the final beam energy or decreasing the length (and cost) of

the accelerator. The improvement in efficiency can be seen as a requirement to

operating at higher accelerating gradients. This is demonstrated in Fig. 3.2.

The improvement in operating temperature leads to additional gains. Cool-

ing liquid helium below 4.2 K requires heat exchangers, sub-atmospheric he-

lium, and complicated cryogenic systems. Removing the need to cool be-

low 4.2 K can significantly simplify the construction of cryogenic systems, re-

duce their cost, and make them easier to operate. The increase to 4.2 K op-

eration also opens to the door to small scale SRF accelerators cooled by cry-

1Meaning more particles could be put through the accelerator per unit of time by increasing
the duty factor, decreasing the bunch distance, or more adding particles per bunch.
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Figure 3.2: Wall power required to run an accelerator per meter of active acceler-
ator. This compares niobium with Nb3Sn in TESLA elliptical cavities. This does
not include energy transferred to the beam. Nb3Sn with a Q of 2 · 1010 at 4.2 K
is current achievable. Nb3Sn with a Q of 4 · 1010 at 4.2 K is potentially achiev-
able. Niobium with a Q of 4 · 1010 at 2 K is achieved in the best cavities. The line
for niobium becomes dashed at 50 MV/m as this is its field limit. This assumes
that Q has no field dependence–Q may decrease significantly beyond currently
achievable accelerating gradients.

ocoolers [SHL+20, DPG+20, CCPR20]. Unlike cryoplants that are used for ac-

celerators, cryocoolers can be made small scale, and easy to operate (with-

out highly trained technicians). These could be made simple to operate

and be utilized in a number of industrial and scientific applications includ-

ing compact x-ray sources, water-treatment, polymer cross-linking roads, and

more [HW15, HS09]. Several early proof of principle systems have already been

developed and further development is in progress [SHL+20, DPG+20, CCPR20].

The increased superheating field allows for larger accelerating gradients

(Eacc). Nb3Sn has the potential to reach ≈ 96 MV/m in a TESLA style ellipti-
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cal cavity. Combined with other technologies such as travelling wave structures

we could see accelerating gradients in excess of 120 MV/m [AKS05].

3.1.1 Alternative Materials

Justifying the pursuit of Nb3Sn over other alternative materials deserves some

attention. Niobium became the dominant material for SRF cavities because it

has the highest Tc of all elemental superconductors. Using an elemental material

drastically simplifies the physics involved and makes creating a high-quality

homogenous material easier. Due to the finite BCS resistance in RF fields, SRF

cavities are more sensitive to material impurities. When moving into compound

superconductors we should justify the pursuit of Nb3Sn.

Unfortunately, most of the high temperature superconductors are not usable

for SRF applications. Though the Tc of these materials is much higher, almost

all these materials are d-wave superconductors. The d-wave superconductors

have been seen to not have exponential suppression of the BCS resistance and

have large residual resistances [Cio14, LD00]. The result is that these materials

would be much less efficient, even when taking into account improvement in

cooling efficiency. The notable exception to this is the iron-based superconduc-

tors which show s-wave superconductivity [BS17]. The iron-based supercon-

ductors are a promising area of pursuit; however, these materials need consid-

erable development to determine their RF performance and to be applied to the

complex geometries of SRF cavities.

The highest Tc of the conventional superconductors is MgB2 and this ma-

terial has seen considerable interest as a SRF cavity material [TWX+16, Ere09,
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Tsu02]. This material may have a larger superheating field than Nb3Sn, how-

ever, the critical fields in this material have significant anisotropy [LPT+17,

KB03]. This makes estimating the superheating field difficult and estimates vary

from below niobium to greater than Nb3Sn depending on the crystal orientation

and the individual estimate [LPT+17]. In addition, utilizing the higher of two

superheating fields present in the material would require fabrication of a cav-

ity with only one crystal orientation on the curved surface, posing fabrication

difficulties.

The niobium A15 compounds–the class of material the Nb3Sn belongs to–are

other promising candidates. Nb3Al, Nb3Ga, Nb3Ge, and Nb3Si all have similar

Tc’s [DH75, DJD+81, MZRB79, KTO05, DR84]. Of these materials only Nb3Sn is

stable for 3:1 stoichiometry at room temperatures [VF16, Ste15]. Non-niobium

A15’s of interest include V3Ga, V3Si, and Mo3Re. These materials have slightly

lower Tcs than Nb3Sn, but could be promising materials to pursue.

In summary, Nb3Sn is one of the best candidates for SRF operation. Further-

more, this material has seen significantly more development than other promis-

ing materials. Some other potential materials have significant technical prob-

lems to overcome while Nb3Sn has already shown successful SRF operation.

3.2 Material Parameters

Nb3Sn is an A15 structure alloy of niobium and tin (see Fig. 3.3). The material

has seen significant development from the superconducting magnet community

and much literature exists on the properties of Nb3Sn under DC magnetic fields.

An excellent review of the properties of Nb3Sn is presented in [God06]. Here we
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Figure 3.3: The A15 structure of Nb3Sn. The large blue spheres are tin, and the
small red spheres are niobium. This figure was adapted from [Hal17].

will summarize parameters of particular interest to the work presented in this

dissertation.

Table 3.1 shows superconducting parameters of niobium and Nb3Sn. We

want to bring extra attention to λ and ξ, the penetration depth and coherence

length. The penetration depth determines how thick our Nb3Sn layer must be

to effectively screen the magnetic field from the substrate. Assuming a lossy

substrate, the Nb3Sn layer should be at least 1 µm to render the contribution

of the substrate to the surface resistance insignificant. The coherence length of

Nb3Sn is much shorter than that of niobium. This makes Nb3Sn more sensitive

to small defects than niobium is. This brings Nb3Sn into the regime where grain

boundaries could impact the superconducting state [LF81].

Figure 3.4 shows the temperature dependent thermal conductivity of nio-

bium and Nb3Sn. The thermal conductivity of Nb3Sn is roughly 3 orders of
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Nb [MM65, LPT+17, NM75] Nb3Sn [God06, CS08a]
Tc [K] 9.2 18
∆/kBTc 1.8 2.2

µ0HSH [mT] 219 425
λ(T = 0) [nm] 50 111
ξ(T = 0) [nm] 22 4.2

Table 3.1: A table of superconducting parameters of niobium and Nb3Sn. These
parameters will depend on mean free path of the material and vary mildly de-
pending on preparation. We show these for rough comparison between the
materials.

magnitude lower than that of niobium. For this reason Nb3Sn should be kept

relatively thin, at most ∼ 10 µm to avoid severe thermal instability2 [DHL17].

Since SRF cavities must have a wall thickness on the order 1 mm to withstand

vacuum conditions, Nb3Sn must necessarily be deposited on a substrate mate-

rial.

The phase diagram of the binary Nb-Sn system is shown in Fig. 3.53. We note

several key takeaways. The A15 structure persists from roughly 18 to 25 at. % Sn

content. Ideal Nb3Sn is 25 at. % Sn. We refer to lower content Nb4−xSnx (in A15

structure) as Sn-depleted Nb3Sn. In Sn-depleted Nb3Sn Nb atoms have replaced

some of the Sn atoms in the lattice. Second, we note that the phase diagram

significantly simplifies above 930 C reducing to only three materials: Nb, Nb3Sn,

and Sn. Fabricating Nb3Sn above this temperature can make it easier to avoid

other Nb-Sn compounds.

Unfortunately, Sn-depleted Nb3Sn can have severely reduced superconduct-

ing performance. Figure 3.6 shows the dependence of Tc and Hc2 with respect

to Sn at. %, while Fig. 3.7 shows the dependence of the superconducting gap.

2In addition, the material is quite brittle and thicker layers are more prone to cracking.
3Additional measurements have been conducted by [Oka90, Oka03, TSGS02, LDGL09] ex-

amining the boundaries of the Nb3Sn region. Recent theoretical calculations have also examined
this [SCP+21]. This will discussed in more detail in chapter 10.
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Figure 3.4: Temperature dependent thermal conductivity of niobium and
Nb3Sn. This plot originally appeared in [Hal17] using data from [KB96]
and [CC64].

There is some discrepancy between the measured Sn-content in the two figures

caused by experimental errors. The reduction in superconducting parameters

shows the importance of creating Nb3Sn with good (close to 25 at. %) stoichiom-

etry.

3.3 Fabrication Technique

Niobium accelerator cavities are typically produced by taking large sheets of

niobium and pressing them into 3D shapes (followed by electron beam weld-
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Figure 3.5: The phase diagram of the binary Nb-Sn systems. The A15 structure is
favorable from 18 to 25 at. %. The inset shows a low-temperature phase diagram
depicting a change in crystal structure. This image was adapted from [God06]
which in turn was adapted from [CC64].

ing). Unfortunately, Nb3Sn is too brittle for a similar manufacturing technique

and would crack during forming [Hil80]. Instead, Nb3Sn must be formed in the

final cavity shape. In addition, fabrication techniques used for superconduct-

ing magnets and wires are unsuitable for SRF cavities. In the DC regime the

resistance of defects and impurities is not nearly as deleterious as in RF applica-

tions. In fact, defects are desirable as pinning sites to trap magnetic vortices that

would cause loses if allowed to move with the DC supercurrent. Thus far the

only technique that has made Nb3Sn of sufficient quality for SRF applications is

the vapor diffusion process.
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Figure 3.6: Left: the critical temperature of Nb3Sn versus the tin content (at. %
Sn). Right: Hc2 of Nb3Sn versus the tin content (at. % Sn). Note the large reduc-
tion in Tc and Hc2 as the tin content falls. This image was adapted from [God06].

Figure 3.7: Left: the critical temperature and superconducting gap of Nb3Sn
versus the tin content (at. % Sn). Right: The superconducting gap of Nb3Sn
versus the tin content (at. % Sn). The transition from weak coupling to strong
coupling BCS is denoted. This image was adapted from [God06] which was
adapted from [MZRB79].
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The vapor diffusion process of creating Nb3Sn was originally developed by

Saur and Wurm [SW62]. The technique was applied to SRF cavities with some

success during the 20th century [HMP+75, Hil80, MM78, HGM+84, BKM+97,

MKM96, AMC86, ABHT83, Sti78]. In the vapor diffusion process a fully formed

Nb cavity is placed in an ultra-high vacuum furnace where SnCl2 and Sn is

vaporized, allowed to absorb into the surface and form a ∼ 1 µm layer of Nb3Sn

on the niobium substrate.

This method offers several advantages during development. Using a nio-

bium substrate allows us to use existing fabrication techniques to create the sub-

strate cavity. Using niobium ensures ample supply of niobium during the de-

position process and minimizes the number of compounds that need to be used

during the deposition process–reducing the chance of contamination. Some

substrate materials, particularly copper, may be desirable for cost and perfor-

mance reasons but are highly mobile and deleterious to RF superconducting

performance if in the superconductor.

By end of 20th century development of Nb3Sn for SRF had stalled. Cavi-

ties were plagued by severe Q-slope starting at Hc1 which many believed was

fundamental [MKM96]. In 2009 a new Nb3Sn program was started at Cornell

University that created cavities without a Q-slope [PLX11, PL11, PL13]. This

reignited interest in Nb3Sn for SRF cavities and new programs were started at

other labs [EKR+15, PMRT15].

Additional fabrication techniques including Chemical Vapor Deposition, Sn-

electroplating with thermal conversion, and Nb3Sn sputtering are being pur-

sued [G+21, Val21, S+21c, KHS21, S+21a, G+19, RSI+16, BBR+16, Kri12, Mit10,

DRR+09, RDS+09, DKR+06, CRZ+06, Ham75, Hak88, HHO74]. These techniques
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may offer advantages in the future but have yet to create Nb3Sn that can achieve

similar performance to Nb3Sn produced through vapor diffusion. In this work

we will focus on the vapor diffusion process employed at Cornell University.

We will now detail the furnace setup and standard coating [HLM16] process

utilized at Cornell University at this time. Additional details of the setup can

be found in [Pos14, Hal17, PMRT15, PVL15, PVL15, HLM16]. For an excellent

review of coating setups at other labs and a historical review of the development

of Nb3Sn for SRF see [Hal17].

A diagram of the Nb3Sn coating chamber and a picture of the high temper-

ature vacuum furnace are shown Fig. 3.8. The furnace consists of two vacuum

spaces the ’hotpot’ and the vacuum insulation. The coating chamber is inserted

into the furnace hotpot where the lower section of it can be heated (the upper

section above the heat shields is a thermal transition and is not heated). The

coating chamber is separate vacuum zone that is connected to the main fur-

nace ’hotpot’ by an external vacuum line. While the furnace is being pumped

down or degassed this connection is open. During high temperature processes

the connection is closed to prevent tin from contaminating the main furnace.

The furnace is equipped with both a turbo molecular pump and a cryopump. A

scroll pump is used to back the turbo molecular pump. The system has a supply

of ultrahigh purity N2 for letting up to atmosphere.

The coating chamber is comprised of steel at the top where the temperatures

are low. The lower section is a welded niobium tube. These are connected by

a copper transition piece brazed to each section. The heatshields are comprised

of niobium. On the bottom of the furnace are tungsten feet on which the cavity

can sit (the cavity would solder to the chamber floor during coating if the feet
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Figure 3.8: A diagram of the Nb3Sn coating chamber. The coating chamber is
inserted into a high-temperature vacuum furnace. Note that the cavity sits on
tungsten feet just above the Sn source. The Sn source sits in a secondary hot
zone, while the SnCl2 boat sits just about the secondary hot zone. This figure
was adapted from [Hal17].

were absent). Tungsten has a very low vapor pressure at all temperatures used

in this process, so tungsten contamination is unlikely. This setup minimizes

contamination of the Nb3Sn.

At the bottom of the coating camber is a small secondary hot zone in which

sits a crucible of high purity tin. This area has a separate heater on the outside of

the coating chamber, allowing it to be increased to a higher temperature than the

rest of the furnace. This allows us to increase the vapor pressure of tin during

the coating process while keeping the cavity temperature lower. This allows us
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Figure 3.9: Left: the vapor pressure of tin and SnCl2 versus temperature. Right:
the mean free path of tin at the saturated vapor pressure versus temperature.
This figure was adapted from [Hal17] using data from [Pei83, MO87].

to control both evaporation rate of tin from the source and reaction rate of tin on

cavity (temperature dependent) separately. The vapor pressure of tin is shown

in Fig. 3.9.

Just above the secondary hot zone sits a small container of SnCl2. SnCl2 has

a much high vapor pressure than tin and is used as a low temperature (≈ 500 C)

nucleation agent. Early work by Siemens found the use of a nucleation agent re-

duced the likelihood of forming regions that were essentially uncoated [MM78].

Siemens similarly found that growing a thick oxide on the substrate or increas-

ing the tin flux through heating the tin source also reduced the likelihood of

forming these regions [MM78].

Before loading, cavities are ultrasonically cleaned in deionized water, inter-

nally high pressure rinsed with deionized water, and externally cleaned using

methanol and lint free rags. Samples are ultrasonically cleaned in methanol

and rinsed just before loading. The furnace is located inside a cleanroom. This

40



minimizes external sources of contamination.

The cavity is loaded into the furnace with at least 2 g of tin in the crucible

and 220 ± 5 mg of SnCl2. All SnCl2 is used during the process. Approximately

1.5 to 1.7 g of tin is used during the process–determined by measuring the tin

crucible before and after the coating. The furnace is then sealed and slowly

pumped down over two days. Before turning on the furnace the pressure

reaches ≈ 10−7 Torr.

After the pump down the heating process is turned on. The furnace temper-

ature is raised 180 C to degas cavity and furnace. This temperature is held for

48 hours. After the degas phase, the valve connecting the coating chamber to the

hotpot is closed. The coating process can then start.

Figure 3.10 shows the temperature profile of the ’standard’ coating process.

The temperature is raised to 500 C and held for 5 hrs. This allows for the SnCl2

to vaporize and nucleate tin sites on the cavity wall. After the nucleation step,

the secondary heater is turned on and the temperature of the tin source is al-

lowed to rise above that of the coating chamber/cavity. Once the temperature

gradient between the tin source the cavity reaches 270 C the furnace tempera-

ture is ramped up to the coating temperature of 1150 C. The temperature ramp

up to coating takes a significant amount of time: ≈ 3 hours. The tin source is held

at 1400 C once this temperature is reached. This state is held for 1.5 hours after

which the secondary heated is turned off. The cavity temperature is held for an

additional hour to allow the cavity to anneal and absorb any excess tin on the

cavity surface.

After the temperature drops below 30 C the pumping line to the hotpot is
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Figure 3.10: Temperature profile from the coating of a Nb3Sn cavity. Both the
temperature of the cavity and the Sn source are shown.

opened and the entire furnace is let up with ultra-high purity N2. Once at at-

mospheric pressure the samples can be removed from the furnace.

This coating process creates a Nb3Sn film on the cavity that is 2 to 3 µm thick

with grains sizes ∼ 1 µm. Figure 3.11 show an off angle SEM image of the

surface of an Nb3Sn sample and Fig. 3.12 shows TEM cross-section.
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Figure 3.11: Scanning Electron Microscope (SEM) image of the Nb3Sn surface.
This figure was adapted from [Pos14].

Figure 3.12: A Transmission Electron Microscope (TEM) image of cross section
of the Nb3Sn layer. The right image is color-coded to highlight materials and
grain boundaries. This figure was adapted from [Hal17].
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CHAPTER 4

RF CAVITY TESTING

We now move into experimental systems used in this work. We start with

RF testing of SRF cavities. We will discuss the cavity preparation, experimental

setups, testing procedures, extraction of quality factors and accelerating gra-

dients, determination of superconducting parameters, and trapped magnetic

flux measurements. Two additional important RF testing topics are temperature

mapping and high-pulsed power testing. We have developed new testing sys-

tems involving these that will be covered in detail in chapters 5 and 6. We leave

discussion of these topics to those chapters. Those uninterested in the minutiae

of RF testing may wish to skip to section 4.6 which discusses the extraction of

superconducting parameters from RF measurements. For the particularly inter-

ested reader, RF testing procedures are discussed in great detail in [PKH98].

Accelerator cavities are run in horizontal cryostats in real accelerators; how-

ever, the assembling of horizontal cryostats requires a great deal of work that is

not required if beam is not being accelerated. Fortunately, we can conduct all

necessary RF testing of a cavity without inserting a beam and can use a greatly

simplified vertical test cryostat. We refer to this form of testing as vertical testing

(versus horizontal testing).

Our vertical test system consists of test ”inserts” on which the cavity and any

instrumentation can be mounted, and a vertical cryostat set into the floor. Figure

4.1 shows a schematic of a vertical test cryostat with insert inside and an insert

being lowered into a cryostat. The insert has a ’top plate’ that bolts onto the top

of the cryostat. We refer to the area above this top plate as the warm side and be-

low as the cold side. The test stand has an antenna/coupler to supply RF power
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to the cavity, a pumping line to keep the cavity under vacuum pressure (con-

nected to an ion pump on the warm side), and warm to cold cable feedthroughs

for instrumentation. The cryostat consists of two nested vacuum walled De-

wars. The inner Dewar (where the insert/cavity sits) can be pumped down and

filled with Liquid Helium (LHe)1. The outer Dewar can be filled with Liquid

Nitrogen (LN2) and acts as a thermal shield for the inner Dewar. The cryostat

is filled with liquid helium to cool to the cavity 4.2 K–the boiling point of liquid

helium at 1 atm. To cool below 4.2 K the cryostat is slowly pumped down below

atmospheric pressure, cooling the LHe through evaporative cooling. This com-

bination gives us a system that can relatively easily test SRF cavities down to

≈ 1.6 K.

4.1 Cavity Preparation

SRF cavities must be carefully prepared for testing. SRF materials are sensitive

to material imperfections and dust on the surface2. Cavities must be carefully

etched and cleaned to minimize potential problems. Here we discuss the typical

procedure for preparing SRF cavities.

It should be noted that niobium SRF cavities must be constructed from

high purity niobium to minimize contaminants that impact performance. We

note that poor purity niobium has relatively poor thermal conductivity. The

Residual-Resistance Ratio (RRR) is a good measure of the purity of the material.

Cavity cells of niobium cavities are typically made with niobium for which the

RRR varies from 200 to 300–the highest purities that can be readily purchased.

1The cryostat used for the testing detailed in this dissertation can hold 500 L of LHe!
2Dust particles on the surface are exposed to strong electric fields and may become field

emitters.
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(a)

(b)

Figure 4.1: a) Diagram of a test insert in a vertical test cryostat. This was modi-
fied from [Kno97]. b) A fully dressed cavity on a test insert being lowered into a
vertical test cryostat. The cavity is not visible due to instrumentation on it. The
cavity is inside the blue ribbon cables near the bottom.

Cavity beam tubes and other components can be made from lower purity ’reac-

tor grade’ niobium. Niobium cavities are formed from niobium sheet metal that

is pressed into shape (in the case of beam tubes, pulled). The cavities used here

are made using 3 mm plate. The separate pieces are then welded together. To

prevent gas contamination, the cavities are welded under vacuum using elec-

tron beam welding.

After construction the cavities receive chemical etching and polishing. This

removes embedded material and creates a smooth surface. Several processes

exist for this. In this work we primarily utilize Buffered Chemical Polish (BCP)
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and Electropolishing (EP). We will discuss these in more detail below. New cav-

ities in the Nb3Sn program receive 100 µm of BCP and re-used Nb3Sn cavities

receive 20 µm of BCP to remove the old Nb3Sn coating and reset the surface.

The chemical treatments are followed by a 30 min ultrasonic cleaning in deion-

ized water and Liquinox®Detergent, followed by a 30 min ultrasonic cleaning

in deionized water, followed by a high-pressure rinsing with deionized water.

This removes any residual acids or salts left behind by the chemical treatments.

After drying, the cavities are ready for the next step.

After chemical treatments, cavities are usually degassed in an ultrahigh vac-

uum furnace to remove contaminant gases. In particular, the process of elec-

tropolishing creates hydrogen which is absorbed into the niobium surface. The

high levels of dissolved hydrogen form hydrides on the surface of niobium cav-

ities which have been shown to cause ”Q disease” and decrease cavity perfor-

mance [PKH98]. This process consists of baking the cavity at 800 C for several

hours optionally followed by exposure to air and an additional bake at 120 C

for 48 hours. The 120 C has been associated with the dissolution of the oxide

into the cavity wall, forming an oxygen interstitial layer 10 − 20 nm into the

cavity surface and the suppression of ’nano-hydride’ growth on the cavity sur-

face [Saf01, CMS+10, BGM+19, RECS13, Rom09]. Since Nb3Sn cavities are baked

at 1120 C during the coating process these step is typically skipped.

Other treatments may be applied to the cavity. In particular, the Nb3Sn coat-

ing detailed in the previous chapter. On some cavities, before Nb3Sn coating

we grow a thick oxide on the surface using electrolytic anodization (we provide

more details in the next section). We call these cavities anodized. The addition

of this thick oxide layer modifies the Nb3Sn growth process and prevents the
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formation of large, thin Nb3Sn grains and improve the quality factor. The use of

anodization in Nb3Sn cavities was originally studied in [HMP+75] and the use

of it to prevent large, thin Nb3Sn grains was studied in [Hal17]. We will discuss

the impacts of anodization in chapter 10. Unless otherwise stated, the cavity

used in this work were not anodized prior to coating.

Once the SRF cavity has been prepared it must be assembled onto the verti-

cal test stand. This must be done inside a cleanroom with the utmost of care to

prevent dust contamination. We assemble our inserts in a Class 10 (ISO 4) clean-

room that is used only by the SRF research group at Cornell University. One end

of the cavity is capped with a niobium plate with a small pickup antenna in it

for measuring the energy in the cavity. A vacuum seal is made with indium

wire and steel clamps. The cavity (with plate) is then high pressure rinsed with

deionized water [PKH98, KL95]. After drying, the cavity is carefully placed on

the insert3, using an indium wire and steel clamps to make a vacuum seal. The

cavity is then slowly pumped down to vacuum and checked for leaks. The fi-

nal pressure is ∼ 1 × 10−8 Torr. The test insert can then be removed from the

cleanroom and fitted with instrumentation (section 4.3).
3Care must be taken to ensure the vertical test stand is also clean. All vacuum components of

the insert were carefully cleaned before the insert was assembled using solvents and deionized
water. Any components that were ever exposed to greases or oils are not used in the vacuum
system. After testing the test stands must be brought back into the cleanroom and the cavity
removed. Before being brought in, all the components of the test stands are either wrapped
in particle free plastic or wiped with isopropyl alcohol and lint free rags. Once inside, the
components near the cavity are cleaned again using particle-free methanol and a lint free rag.
The cavity and indium wire can them be removed.
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4.2 Chemical Treatments

Here we lightly detail chemical processes used in this work including specifica-

tions of our setup. Those uninterested in the specifics of the chemical processes

may skip to the next section with impunity. Any details believed important by

the author will be noted at appropriate times.

Niobium is a stable material that few chemicals readily dissolve. Almost all

chemical etching and polishing techniques of niobium rely on the formation of

niobium oxide and its removal by Hydrofluoric (HF) acid. There are several

common techniques used in the field of SRF. In addition, anodization can be

useful for Nb3Sn growth and a step of an etching/polishing process.

4.2.1 Buffered Chemical Polish

Buffered Chemical Polish (BCP) treatments utilize a mixture of HF, HNO3, and

H3PO4 that the cavity is either filled with or submerged in [KWS70, Zha14]. The

chemical process involves H3PO4 reacting with niobium to form Nb2O5 which

then reacts with the HF to form soluble NbF5. The phosphoric acid serves as a

buffer to stabilize the reaction rate. Changing the concentration of phosphoric

acid or the temperature changes the etch rate. We use the standard 1:1:2 ratio of

HF (49%), HNO3 (65%), and H3PO4 (85%).

BCP is has advantages in terms of etch rate and a relatively simple setup

but creates rougher surfaces than electropolishing does. BCP can be more easily

applied to complex geometries than electropolishing and can be used to etch the

outside of SRF cavities. In addition, it etches much faster than electropolishing
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(roughly 10 times the etch rate. It has, however, been shown that BCP leaves a

rougher surface than electropolishing and has a crystal orientation-dependent

etch rates [TRK+06, BBZ+07]. This creates sharp edges and cliffs at niobium

grain boundaries.

4.2.2 Electropolishing

Electropolishing (EP) is an electrochemical polishing technique used on a vari-

ety of materials [Jac35, HF19, Zha14]. In this technique the material to be pol-

ished is the anode. The material to be polished and a cathode are submerged an

appropriate electrolyte. A power supply is connected, driving electrons from

the anode surface and dissolving the electrode into the electrolyte. For niobium

electropolishing a 1:9 volume ratio of HF (48%) to H2SO4(96%) solution is used

and an aluminum cathode [Zha14, Sai03, DSMS71]. The electrolytic process cre-

ates niobium oxide which subsequently reacts with fluoride ions to form soluble

H2NbF5.

As noted above, EP creates a smoother surface than BCP, but has a slower

etch rate and requires a geometrically appropriate cathode. Hydrogen is gener-

ated at the cathode that is absorbed into the niobium cavity. This often requires

a 800 C to mitigate the deleterious effects of hydrogen [PKH98].

4.2.3 Anodization

Anodization is an electrolytic process to grow a thick oxide on a material [Gra75,

Hal17]. In this technique an oxide is grown on the anode. The anode and an-
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other cathode are placed in an appropriate electrolyte and voltage is applied,

driving the growth of an oxide on the anode.

We use the same process listed in [Hal17]. The used electrolytic is 10% NaOH

aqueous. Since we are concerned with creating Nb3Sn a tin wire is used as

the cathode to minimize risk of any contamination from the cathode material.

The end of the wire is wrapped in a small loop and hung near the equator of

the cavity which is filled with the electrolyte. The cavity wall is roughly 4 to

8 cm from the anode. The cavity is anodized to a 30 V potential between the

anode and cathode. The voltage is raised in roughly 5 V steps, waiting for the

current to drop to 0 A. In addition, the current is limited to a maximum of

approximately 10 mA/cm2 4. After the process is complete the cavity interior is

colored light blue. We estimate the oxide film to be roughly 70 nm based on the

relationship of 2.2 nm/V found in [JCC+91].

For samples the anodization process is similar, but the sample is hung in the

middle of the tin wire loop and is ≈ 6 cm from the wire. The samples gain the

same blue appearance as the cavity.

Parameters of the anodization process may impact the final oxide structure

and the surface chemistry. This may cause changes in how SnCl2 reacts with the

oxide during the nucleation step of Nb3Sn growth. Figure 4.2 shows a Pourbaix

diagram of the Nb-H2O system. Above zero voltage (and relatively neutral so-

lutions) we should only form Nb2O5, but there are many locations where, for

example, OH− groups may sit and change the reactivity of the material with

SnCl2 [S+21b]. We will further discuss the anodized oxide and the effects on
4The use of this current limitation has been shown to grow a uniform oxide film [ONSA04].

Current densities below 3 mA/cm2 may result in different oxide structures and changed index
of refraction [JCC+91, CP87].
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Figure 4.2: A Pourbaix diagram of the Nb-H2O system. Note that above zero
voltage Nb2O5 is formed. However, highly acidic or alkali solutions may allow
the dissolving of various compounds into the solution. This figure was modified
from [Pou74].

SnCl2 nucleation in chapter 10.

4.2.4 HF Rinsing and Oxipolishing

Since Hydrofluoric acid (HF) removes niobium oxide, an HF rinse creates an

easy way to remove a small amount of material. This process will remove the

native oxide on the material. If the surface is exposed to oxygen again the ox-

ide will regrow, and the oxide can be stripped again. The native oxide layer
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is ≈ 5 nm and growing the native oxide consumes 2 nm of the underlying nio-

bium [GH80, AAC+99].

Much more material can be removed if the sample is first anodized to grow

a thicker oxide layer. This technique is referred to as oxipolishing (or oxypolish-

ing) [Die78, Hil80]. Using the anodization technique listed above we estimate

removal of ≈ 33 nm of niobium or Nb3Sn per application [Hal17].

4.3 Instrumentation

Here we highlight several key pieces of equipment that are needed to test the

cavity. RF connections and antennas are handled by the insert and RF cables run

out of the pit. Here we will primarily talk about temperature sensors, magnetic

field sensors, and equipment for slow cooling the cavity.

Temperature measurements are necessary to know the operating tempera-

ture of the cavity. For this we use three Lakeshore Cryotronics Cernox®brand

thermometers (CX-1050 CX-SD package). These are calibrated to ±4 mK at 4.2 K

and below. The three sensors sit on the external surface as shown in Fig. 4.4

on both irises and on the equator. The sensors are pressed into the cavity wall

using PTFE tape to improve thermal contact–though they are most accurate for

reading the liquid helium bath temperature.

We use magnetic field sensors to measure the ambient magnetic field, the

trapped magnetic field, and the transition temperature through seeing mag-

netic field expulsion when entering the Meissner state [M+15]. The magnetic

field sensors are Mag-01H Type F Fluxgate Magnetometers made by Barting-
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Figure 4.3: A diagram of an SRF cavity with instrumentation. Three important
locations are labelled: the upper iris, equator, and lower iris. The irises are
where the cavity cell meets the beam tubes. The equator is the middle line of the
cavity. Cernox temperature sensors are placed at both irises and on the equator.
Flux gate magnetometers are placed vertically on the upper iris and the equator.

ton Instruments. These sensors measure magnetic flux along a single axis and

are sensitive to the 1 nT level. The magnetic field in the cryostat is assumed to

be primarily vertical because the earth’s magnetic field is mostly vertical at our

latitude and a place vertical magnetic shield around the sides of the cryostat.

There are two magnetic fields sensors on the cavity as indicated in Fig. 4.4.

Standard cooling of niobium cavities involves adding liquid helium as

quickly as possible (without boiled off gas over pressurizing the system) to the

cryostat–this form of cooling results in poor SRF performance of Nb3Sn cavi-

ties. Our Nb3Sn cavities are Nb3Sn on niobium. This bi-metal interface creates

a thermal couple [Pos14, Hal17]. During ’fast’ cooldowns a large temperature
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gradient is established across the cavity. This temperature gradient generates

a thermoelectric current which in turn generates a magnetic field. This mag-

netic field is in part trapped when the cavity goes through the superconducting

transition. This creates a large residual resistance5.

To mitigate this a ’slow cool’ procedure is followed. Just above Tc the flow of

helium is throttled, and a ’slow cool stinger’ is used. Helium is added through

the slow cool stinger where is must flow across resistive elements that act as

heaters (see Fig. 4.4). This allows the temperature of the helium to be increased

and slows the cooling rate. The heating can be adjusted by using a potentiome-

ter and the cooling rate of the cavity can be carefully controlled. By slowing

the cooldown rate the cavity is given more time to equilibrate and the temper-

ature gradient from the bottom to the top is decreased. Using this technique

the thermal gradient from the bottom to the top iris can be reduced to as low

as 20 mK–roughly the level of uncertainty on the thermometers–and residual

resistance from cooldowns can be made negligible [Hal17, Pos14].

4.4 RF Systems

The RF/microwave system used during the test has several key roles: provid-

ing power to charge the SRF cavity, keeping the forward power matched to the

cavity resonance frequency, measuring the cavity resonance frequency, measur-

ing the forward power to the cavity, measure the reverse power coming from

the cavity, and measuring the transmitted power. Figure 4.5 shows the overall

layout of the RF system. We will briefly discuss how this system functions.

5The effects of thermal gradients on Nb3Sn cavity performance was studied in [Hal17].
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Figure 4.4: The slow cool stinger developed in [Pos14]. In the top right the
front plate is removed to make internals visible. The LHe must flow over the
resitors/heaters where it is warmed up. The heat added is controlled by a po-
tentiometer. The flow rate can be slowed by adjusted a JT-valve. Figure was
adapted from [Hal17].

A variable frequency RF signal generator (voltage-controlled oscillator) cre-

ates the initial signal. The signal is amplified and sent to the RF cavity. Along

the way the power is sampled by directional couplers and: a. used to measure

the frequency (not shown), b. sent to the Phased-Locked Loop (discussed be-

low), c. measure the forward power, P f . Power is reflected, Pref, from the cavity

and emitted, Pe, out of the cavity if it is charged. The amplitudes of the reflected

and emitted waves and add get a reverse power, Pr, from the cavity. The reverse

power is separated from the forward power signal using a circulator6. Part of

the reverse power is sampled using an RF power meter while the rest is put into

a 50Ω load.
6Circulators have three ports: 1, 2, and 3. Signals coming in port 1 come out port 2, signals

coming in port 2 come out port 3, and signals coming in port 3 come out port 1. This allows
signals to be separated based on the direction of propagation.
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Figure 4.5: A diagram of the RF equipment setup for testing cavities. This in-
cludes RF generation, RF measurement, and the phase-locked loop. Not shown
are the DC blocks and isolators in the system. Also missing is the frequency
counter for measuring the frequency. This figure was adapted from [Hal17].

If the cavity is excited some of the energy is picked up by a small ’transmitted

power probe’ located on the top plate of the cavity. Some of this transmitted

power, Pt, is sampled and used as a measure of energy stored in the cavity, U,

while the rest is fed into the phase-locked loop.

The Phase-Locked Loop (PLL) serves the important task of keeping the
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signal generator’s output frequency matched to the cavity’s resonance fre-

quency [Kro03]. The full bandwidth, ∆ f , of an SRF cavity is small due to the

high loaded quality factors. The loaded quality factor, QL, includes all loss

mechanisms of the energy stored in the cavity, including power emitted from

the coupler. We find,

∆ f =
f0

QL
∼

109 Hz
1010 = 0.1 Hz , (4.1)

where f0 is the cavities resonance frequency. This bandwidth is smaller than the

changes in the cavity resonance caused by vibrations in the cryostat, meaning

a fixed frequency output cannot stay on the cavity resonance. The PLL utilizes

an RF mixer to create a DC output signal that depends on the difference be-

tween the phase of the forward and transmitted power signals. This signal is

fed into the signal generator to modulate the output frequency. We spare the

details of the PLL, but it relies on the quick phase change of a resonator as the

driving frequency passes through the resonance. The phase adjuster allows the

relative phase shift from differing cable lengths between the forward and trans-

mitted power to be removed. It must be carefully adjusted to get the cavity

perfectly on resonance (maximum Pt signal). The PPL will keep the phase-

difference between the two signals the same even as the resonance frequency

changes–keeping the driving signal on resonance.

Before meaningful measurements of forward and reverse powers can be

made, we must measure the attenuation of the signals. We are interested in

the forward and reverse power directly at the cavity, but our power meters are

far away and only measure a sample of the power. Using a Network Analyzer

(NA) we can determine the attenuation of cables and other components. This
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allows us to calibrate/correct our measurements.

4.5 Measurements

We will now discuss measurements done on the RF cavities during testing.

4.5.1 Quality Factor and Accelerating Gradients

The quality factor and accelerating gradient is measured using decay curves.

This technique is detailed in [PKH98] and we give key details here. The cavity

is charged with a fixed forward power until the energy in the cavity reaches a

steady state, then the forward power is turned off and the decay of the energy

in the cavity is measured. The decay of energy in the cavity, U, is given by,

U(t) = U0e−
2π f0
QL

t
, (4.2)

where U0 is the energy in the cavity at t = 0 (the start of the decay), and QL is

called the loaded quality factor. We can use either Pe or Pt to measure the decay

curve and we choose Pe. By taking the slope of the logarithm of the decay curve

we can determine QL.

We want to know the ’intrinsic’ quality factor, Q0, of the cavity. That is, the

quality factor determined only by the losses on the cavity wall, Pwall. In this

system, however, energy from the cavity is both absorbed by the cavity wall

and leaks out through the power coupler/antenna. The total energy lost from
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the cavity is,

Ptot = Pwall + Pe + Pt , (4.3)

where Pe is the power the leaves through the power coupler and Pt the power

that leaves through the transmitted power probe. We have designed our trans-

mitted power probe such that this loss is negligible compared to the other two

and it will be ignored. The loaded quality factor is given by,

1
QL
=

1
Q0
+

1
Qe
, (4.4)

where Qe is called the external quality factor and is given by,

Qe =
2π f0U

Pe
, (4.5)

In our effort to determine Q0 we introduce, β, the coupling constant. β is

given by,

β =
Q0

Qe
, (4.6)

We use two methods to measure β which we will refer to as βr and βe. βr

is determined from forward and reverse powers while the cavity is fully

charged [PKH98],

βr =

1 ±
√

Pr
P f

1 ∓
√

Pr
P f

, (4.7)
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where the top sign is used if P f < Pe and the bottom sign if P f > Pe. βe is

determined from the forward and emitted powers [PKH98],

βe =
1

2
√

P f

Pe
− 1
, (4.8)

In both of these cases we want to know what Pe is while the cavity is fully

charged. To measure Pe we use the reverse power immediately after the forward

power is turned off. When the forward power is turned off the reflected power

becomes zero. Due to the finite turn-off time of the forward power, and the time

between digital samples on the power meters, this will always be an estimate,

however, with modern RF equipment the change in Pe should be negligible. By

measuring β in two different ways we can spot issues in the system by looking

at their difference. We use an average of βr and βe for the final value.

We can then calculate the intrinsic quality factor of the cavity,

Q0 = QL(1 + β) , (4.9)

To calculate the accelerating we will first calculate the dissipated power on

the cavity walls,

Pwall =
4β

(1 + β)2 P f , (4.10)

and the energy in the cavity,

U0 =
Q0Pwall

2π f0
, (4.11)
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With the energy known we can use the cavity parameters, [Epk/
√

U] and

[Epk/Eacc] listed in table 2.1. This value of Eacc (and Q0) is specifically for the

fully charged cavity.

There is one aspect we have passed over. The above calculations assume

that QL is independent of the energy in the cavity–independent of the magnetic

field, H. We know that this is not true since Q0 can vary with H. However, if Q0

varies slowly then Q0 is roughly constantly for the first few points immediately

after the power is turned off. Conducting these measurements then becomes

a balance of using more points/time to reduce noise in the measurement, but

not so many that the non-constancy of Q0 becomes an issue. Fortunately, in this

work Q0 varies relatively slowly with field and this is not a significant source of

error.

Once one good measurement Q0 is made then Qe can be determined. Qe

is independent of H and can be used to determine Q0 and β all field levels7.

Similarly, using one measurement we can calibrate the Pt port which has the

relationship,

Pt = αU , (4.12)

where α is the calibration constant to be determined. Using these values, we

can calculate Q0 and Eacc for the entire measured decay curve. We refer to this

as continuous Q vs E (as opposed to only using the single point when the cavity

is fully charge) and it is detailed in [Hal17].

7We use adjustable couplers/antennas that can be move in and out of the cavity, changing
Qe. Qe must be determined again after the coupler is moved.
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4.5.2 Frequency Versus Temperature

One parameter we are interested in extracting is the penetration depth, λ, of

cavity. This cannot be measured directly, however, the penetration is a function

of temperature, and we can measure the change in penetration depth versus

temperature from which useful superconducting parameters can be extraction.

When the penetration depth of the cavity wall changes, the effective size of

the cavity changes. This causes the frequency of the cavity to change. Since

the change is small it can be calculated perturbatively using Slater’s Theo-

rem [Cio04, Hal70a, Sla50],

∆ f ≈ −
µ0π f 2

0

G
∆λ , (4.13)

where G is the geometry factor familiar to us from chapter 2. Thus we can deter-

mine the change in penetration depth by measure the frequency vs temperature,

f vs T.

Measuring f vs T is relatively easy. A Network Analyzer (NA) is attached

across the cavity and the transmission from the forward power port to the trans-

mitted power port is measured (and cables leading to the pit). The NA sweeps

over frequencies. There will only be transmission when the output of the NA is

close to the cavity resonance. The cavity is warmed up to Tc while the NA tracks

the frequency, and both the temperature and resonance frequency are recorded.

Changes in pressure in the cryostat can also change the shape of the cavity

and the resonance frequency (similarly, so can changes in temperature but ther-

mal expansion is negligible at cryogenic temperatures). We only use the portion
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of the f vs T above 4.2 K where the pressure change is small. The portion of

the measurement below 4.2 K sees large changes in pressure since evaporative

cooling is used. If needed, we use a small section of the low temperature curve

(where λ barely changes but the pressure changes greatly) to create a pressure-

frequency (d f /dp) calibration and use this to correct the high temperature data.

4.5.3 Trapped Magnetic Flux

Measuring the trapped magnetic flux in the cavity is important for determin-

ing its contribution to the residual resistance. Our system for measuring the

trapped magnetic field is similar to [M+15]. When the cavity goes through the

superconducting transition some magnetic field will be expelled (including the

possibility of no expulsion). The value on the magnetic field sensors will change

from BNC before transition to BSC after the transition. The trapped magnetic

field, Btrap, can be calculated as [M+15],

Btrap = BNC +
(BSC − BNC)
αPD

, (4.14)

where αPD is a factor determining how much of the change is seen by the flux-

gate based on its geometric position8.

The value of αPD has been calculated using CST Studio. A Helmholtz coil is

simulated, and the magnetic field distribution found. A cavity is then placed

in the Helmholtz coil. The cavity is modeled as a (near9) perfect diamagnet. A

8Note that all magnetic field values used in the above equation should be the magni-
tude/absolute value. If the direction of the magnetic field flips when going through the transi-
tion, then there are additional problems involved and this equation is not appropriate.

9µr = 0.0000001.
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(a) (b)

Figure 4.6: a) Geometry of a 2.6 GHz cavity used in a CST Studio simulation of
magnetic flux expulsion. Note the small blue cylinders on the left side: these
are simulated Fluxgate Magnetometers. The magnetic field is integrated over a
small active region within these to determine the trapped flux measurement. b)
The simulated field strength along the y-axis. The Helmholtz coil is generating
a magnetic field and the cavity is a near perfect diamagnet. The plot appears
darker in the cavity beam tubes due to the fuchsia cavity also being displayed.

perfect diamagnet will expel all magnetic fields, much like a superconductor.

The magnetic field is integrated of over the active area of a magnetic field sen-

sors at location the sensors would sit on the cavity and the measured field is

estimated (see Fig. 4.6). Table 4.1 lists the simulated value of αPD for the 1.3 GHz

and 2.6 GHz TESLA elliptical cavities used in this work and the magnetic field

sensor locations.

Top Iris Equator Bottom Iris
1.3 GHz (LTE) 0.58 -0.68 0.58
2.6 GHz (STE) 0.44 -0.41 0.48

Table 4.1: A table of simulated αPD values for the 1.3 GHz and 2.6 GHz TESLA
elliptical used in the Cornell University SRF Nb3Sn program. The sign change
between the irises and the equator reflects that when magnetic field is expelled
the reading will go down at the irises but up at the equator. These cavities
have tabs used during loading into the Nb3Sn growth furnace. These create an
asymmetry between the two iris measurements.

The values in table 4.1 were tested for the 2.6 GHz cavity geometry during an
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RF test. This was done by cooling a cavity through transition in a near 0 (≈ 2 mG)

magnetic field then applying a 106 mG external field using a Helmholtz coil. The

field strength of the Helmholtz coil was confirmed when the cavity was normal

conducting. This provides a measurement of a perfectly expelling cavity. The

calculated and real values were different by 0.5 %, 2.7 %, and 1.4 % for the top

iris, equator, and bottom iris respectively. This test was done with very careful

placement of the magnetic field sensors in order to replicate the model. The

simulated values have not been confirmed for 1.3 GHz cavities at the time of

writing.

One subtlety is the trapping of magnetic field in the vacuum enclosed by the

beam tube of the cavity (not in the material). If the cavity cools from the bottom

up, it is likely that all magnetic flux enclosed by the beam tube will remain there.

The magnetic flux enclosed by the beam tube does not contribute to the residual

resistance10. The calculated values assume that magnetic flux remains in the

beam tube and that no other magnetic flux is added to it during magnetic field

expulsion (this is modeled using a section perfectly magnetized material inside

the beam tube). However, depending on how the cavity cools this might not

be true. If the bottom flange or the cavity bell cools from the outside towards

the inside, then most of the magnetic flux expelled from the superconductor

could be pushed into the beam tube vacuum. Cooling dynamics could result

in drastically different external magnetic fields and incorrect trapped magnetic

flux measurements.
10This is not exactly true, but the contribution will be very small [Man20].
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4.6 BCS Fitting of Cavity Data

We will now discuss our standard technique for BCS fitting of cavity data. This

is important for extracting superconducting parameters of the material. Much

of the underlying analysis code was developed by Nicholas Valles and is de-

tailed in [Val13]. The same procedure is roughly followed with two major ex-

ceptions: we determine Tc using magnetic flux expulsion measurements and

continuous Q vs E measurements are used to get fixed accelerating gradients

during for Q vs T fitting. We will detail key parts of the analysis process.

We want to fit out cavity data to a model of superconductivity. We need

a more involved calculation of the BCS resistance, and the penetration depth

then is discussed in chapter 2. More generally the surface resistance can be

written in terms of the temperature, frequency, transition temperature, energy

gap, coherence length, London penetration depth, mean free path, and magnetic

field as,

R = RBCS(T, f ,Tc,∆, ξ, λLon, l,H) + R0(H) , (4.15)

Similarly,

∆ f ∼ ∆λ = λ(T, f ,Tc,∆, ξ, λLon, l,H) − λ0 , (4.16)

where λ0 is a fitting constant. We will fit R vs T and f vs T data to a calculated

model to determine superconducting parameters and R0.

To calculate RBCS and λ we use a code developed by J. Halbritter called
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SRIMP [Hal70b]. This code has been adapted into MATLAB. This code calcu-

lates the H = 0 case of BCS. In chapter 1 we discussed the difficulty of extending

BCS surface resistance to non-zero magnetic fields, but also noted that this does

not appear to be required for current Nb3Sn. We will ignore all field dependence

in BCS and use this field independent calculation. Since the residual resistance

is magnetic field dependent, we will conduct our BCS fits at fixed accelerating

gradients and do an independent fit for every accelerating gradient of interest.

We have a total of 7 undetermined variables in equations 4.15 and 4.16. This

is too many to reliably fit and we must acquire some of them from other places.

We get Tc from magnetic flux expulsion measurements. For ξ and λLon we use

values from literature that are listed in table 3.1 (for Nb3Sn). This leaves 4 un-

known variables to fit for.

We use R vs T and f vs T data to fit two unknown variables each: ∆ and R0;

and l and λ0 respectively. We then use MATLAB’s fminsearch function [fmi] to

minimize the error functions for both the surface resistance11,

RSSR(∆,R0) =
∑

T

[
log (Rdata) − log (RBCS(T,∆) + R0)

]2 , (4.17)

and the penetration depth,

RSSλ(l, λ) =
∑

T

[
log (∆λdata + λ0) − log (λBCS(T, f (T ), l))

]2 . (4.18)

When writing out the error functions we have dropped dependence on the vari-

11A logarithm is used in the resistance fit to increase sensitivity to the low temperature re-
sistance. The logarithm is used in the penetration depth fit to match historic fitting algorithms
used by the Cornell SRF group. It does not serve a purpose known to the author.
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Figure 4.7: An example of SRIMP fitting curve on a niobium RF data. The points
are measured data and the lines are theoretical. The λ vs T is being fit on the left
and R vs T on the right. This figure was adapted from [Man20].

ables fit using the other error function. This is to make them easier to read. They

still depend on the variables fit in the other equation.

We conduct the fits iteratively. We start with reasonable guesses for the un-

known parameters. We first fit the R vs T data and extract the parameters. We

then use this new parameter set to fit the f vs T data. We continue in this fashion

until RSS functions are below a certain threshold. Figure 4.7 shows an example

final fit from a niobium cavity. This process is then repeated for all accelerating

gradients we are interested in.
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CHAPTER 5

HIGH-SPEED TEMPERATURE MAPPING

We have developed a new temperature mapping system to aid in under-

standing the quench mechanism of Nb3Sn and other cavities. In short, we have

created new data acquisition electronics to allow the acquisition of temperature

maps at up to 50 ksps, allowing for never before achieved measurements of dy-

namic heating. In this chapter, we discuss the development of this equipment.

We start with an introduction to temperature mapping of SRF cavities, motivate

the creation of a new system, detail the new system, and characterize the sys-

tems performance. In chapter 8 we will show preliminary results from Nb3Sn

cavities taken during the commissioning of this equipment that have scientifi-

cally interesting implications.

This new system was developed in conjunction with many others. The

former graduate student N. Banerjee made large contributions to this system–

particularly in overhauling the firmware used on the data acquisition electronics

and characterizing electronic noise–and we acknowledge him here. Develop-

ment of this system is also detailed in N. Banerjee’s Ph.D. dissertation [Ban20].

5.1 Temperature Mapping

Temperature mapping (T-mapping) is a useful tool in understanding Super-

conducting Radiofrequency (SRF) cavity performance and limitations [PKH98].

This diagnostic technique involves placing numerous thermometers (often

100’s) on the outside of an SRF cavity and measuring the heating of the outer

cavity wall during operation. Figure 5.1 shows a partially disassembled T-map
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(a) (b)

Figure 5.1: Pictures of the Cornell 1.3 GHz single-cell T-map. a) The 1.3 GHz
temperature map attached to a single cell cavity. Twisted pair ribbon cables have
not yet been connected. b) Partially removed T-map boards showing location of
sensors on cavity.

on a Nb3Sn cavity. Areas of increased temperature can reveal the location of

cavity quench or areas of increased resistance that lowers the cavities quality

factor. These locations can then be investigated to determine what is respon-

sible through optical inspection or microscopy of cavity cutouts. In addition,

temperature maps can reveal important information about the quench source or

even identify the problem without subsequent measurements: the heating dis-

tribution can indicate the quench culprit. The heating signature of many prob-

lems in SRF cavities are well known and documented [Kno97, PKH98]. The

understanding that temperature maps provide helps overcome limitations in

SRF cavities.

Temperature maps are usually displayed as a heat map of the cavity. Figure

5.2 show two example maps: a temperature map and a quench map. The maps

are read like maps of the world. The top and the bottom are the irises of the cav-
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ity, and the equator runs horizontally across the middle. Each square on the plot

represents a single temperature sensor. White squares represent malfunctioning

sensors. Historically, temperature maps usually show the increase in tempera-

ture of a sensor while the cavity is in a steady state (in terms of field), while

’quench maps’ show the integrated temperature while the cavity is quenched

many times in succession.

Temperature mapping of SRF cavities can be traced back to the 1980’s when

Cornell University developed a temperature map for a 1.5 GHz cylindrical pill-

box cavity [KMR87]. Subsequently, Cornell and other institutions developed

temperature maps for elliptical cavities and other geometries [Kno97, PGH+12,

S+95, CBC+07]. Temperature mapping has become a key tool in SRF and new

systems continue to be developed [CHPS09, KAK+18].

5.1.1 The Cornell SRF Group Temperature Mapping System

Cornell University’s current temperature mapping system was largely devel-

oped during the 1990’s. Jens Knobloch’s Ph.D. dissertation details the creation

of a 1.5 GHz cavity T-map at Cornell and includes details on the thermome-

ter design [Kno97]. Subsequently, the 1.3 GHz T-map we use here was cre-

ated [PGH+12]. This 1.3 GHz T-map differs only in the shape so that it fits the

TESLA elliptical cavity geometry, and the removal of thermometers on the cav-

ity beam tube. The remainder of the system has not been changed–with the

exception of the new data acquisition electronics that we are detailing in this

chapter.

The temperature map consists of 38 printed circuit boards fitted vertically
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(a) A temperature map of a Nb3Sn cavity with field emitter. The field emitter is indi-
cated by the vertical line of heating seen in the upper right. White squares indicate
non-functional thermometers.

(b) A quench map of a Nb3Sn cavity taken with the old temperature mapping sys-
tem [H+17a, Hal17]. The hot spot in the lower right indicates a localized thermal
quench. Quench maps are acquired by allowing the cavity to quench many times and
slowly measuring each sensor so that several quenches are measured on each channel.
Places that are on average hotter are likely the quench site. The plot is displayed as inte-
grated temperature. White squares with red x’s indicate non-functional thermometers.
This figure was adapted from [Hal17].

Figure 5.2: Example temperature maps. These maps are read like a map of the
world. The horizontal middle line is the equator of the cavity, and the top and
bottom are the irises of the cavity.
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around the cavity (see Fig. 5.1a). Each board holds 17 thermometers. The

board is shaped so that the thermometers are pressed flat against the cavity

and spaced from iris to iris (see Fig. 5.1b). In addition, 3 boards have a bath a

thermometer mounted on the side of the board that does not touch the cavity

wall. These serve to measures the helium bath temperature. A small amount of

thermal grease (Apiezon N-type) is applied to the thermometers and the boards

are pressed against the cavity. Each thermometer is mounted on a springed

pogo stick so that the contact against the cavity wall is maintained and a rela-

tively fixed and equal force is applied on all thermometers. Each thermometer

is connected to the printed circuit board by manganin wires.

The thermometers on the T-map are made in house. Off the shelf cryo-

genic thermometers are prohibitively expensive for creating a T-map. We create

thermometers using Allen-Bradley carbon resistors, as do most T-mapping sys-

tems [Kno97]. The resistance of Allen-Bradley carbon resistors depends strongly

on temperature when used at cryogenic temperatures. Typical Allen-Bradley re-

sistors used in our T-map have a temperature dependence of 5−10Ω/mK at 2 K.

Allen-Bradley carbon make excellent and relatively affordable cryogenic ther-

mometers.

We modify the resistors to create our thermometers. These sensors come in

a barrel casing. Part of the casing is filed off on the side that faces the cavity

wall. This improves the sensitivity of the sensor to the cavity wall temperature.

Additionally, the sensor is surrounded in a G10 housing and Stycast to provide

physical support and to shield the sensor from the helium bath. A diagram of

one sensor is shown in Fig. 5.3.

To measure the temperature, we must measure the voltage drop/resistance
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Figure 5.3: Diagram of a T-map thermometer. This figure was adapted
from [Kno97].

of these sensors and then convert this to temperature. To this a calibration curve

must be made using a well calibrated cryogenic sensor. For calibration we use

the same Lakeshore Cryotronics Cernox®brand thermometers we use for stan-

dard RF cavity testing. We will discuss calibration in more detail in section 5.3.

The thermometers are read by Data Acquisition (DAQ) electronics located

outside of the cryostat. The T-map is connected to the DAQ by twisted pair

ribbon cables that transition from the cold cryostat to the outside temperature.

Figure 5.4 shows an SRF cavity with T-map and ribbon cables before being low-

ered into the cryostat. In the most basic description, the DAQ electronics consist

of a constant current source and an analogue to digital converter (ADC) to read

the voltage across the thermometer (and cables). In the data acquisition elec-

tronics a ∼ 1 MΩ and high-stability voltage supply (at 5 V) are used to create a
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simple constant current source. The voltage drop across the cavity is amplified

and read by an ADC with a 25 ksps sample rate.

Due to the cost of high-quality amplifiers and ADCs in the late 1990’s–when

the DAQ system was made–there are only two ADCs in the entire DAQ system.

These ADCs are multiplexed to all the sensors in the T-map to read them out

(each ADC is responsible for roughly half the T-map). This means that though

the individual ADC used is fast, it takes several minutes to read out the entire

temperature map and the sensors are not read in parallel.

5.1.2 Motivation for Dynamic Measurements

As discussed above, current temperature mapping systems take several min-

utes to read out the temperature of the entire array. This makes the systems ef-

fectively capable of only taking long exposure pictures and they cannot resolve

dynamic effects. However, many SRF cavity processes are dynamic: charging

a cavity takes ∼ 1 s and cavity quench takes place on time-scale of 0.1 − 10 ms.

Other cavity processes–such as multipacting and field emission–may have dy-

namic components that have never been measured.

Of particular interest to us in this work is the demonstration of dynamic

heating in Nb3Sn cavities in [H+17a, Hal17]. In this work, D. L. Hall et. al.

used the Cornell SRF T-map to measure a single sensor at a time at a 25 ksps

sampling rate. When this was done at the apparent quench site of the cavity

interesting dynamic heating was seen. Sudden, fast temperature jumps were

observed at the quench site. These jumps occurred close to the cavities quench

field but without the cavity quenching. Figure 5.5 shows the temperature of the
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Figure 5.4: A SRF cavity on a test insert with temperature map attached. The
cavity itself is obscured by the T-map and associated ribbon cables.
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Figure 5.5: The temperature versus the B2
pk at the cavity quench site as the field is

raised and lowered. The temperature suddenly jumps up as the cavity charges.
During the discharge cycle the same dynamics are seen but with a hysteresis.
The inset is from 5.2b and highlights the location of the measurement. This
figure was adapted from [Hal17].

thermometer on/near the quench site as the field rises and falls. It is speculated

that these dynamic events are related to Nb3Sn cavity quench.

Measuring dynamic processes may provide key insights into the cause of

quench in Nb3Sn (and other materials) cavities or other performance problems

in SRF cavities. Though we can measure a single sensor at 25 ksps at a time

with the old DAQ system, it is a slow process and most of the cavity cannot be

measured. Any evolution during cavity quench could not be captured. To truly

observe dynamic processes in SRF cavities we needed a new data acquisition
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system.

5.2 The New Data Acquisition System

We have developed1 new DAQ electronics that have a dedicated ADC for each

thermometer and can read the entire temperature map at 50 ksps. This allows

for the measurement of dynamic effects and is sufficiently fast to measure the

evolution of quench in SRF cavities. In addition, the new systems achieves very

low noise in its measurement, as low as 15 µK depending on the mode of oper-

ation. The old system could–at best–achieve 1 mK resolution in a temperature

map. Reading out helium bath temperature and cavity wall temperature simul-

taneously also allows for the correction of any helium bath temperature drifts

during the measurement. We will discuss more specifics of the hardware.

There are 23 DAQ boards (can be scaled up or down) in two crates. Each

DAQ board can measure 32 channels/thermometers. This gives 732 channels

connected to 649 thermometers. Due to the pre-existing wiring, 83 channels are

not connected to thermometers.

Each crate contains one leader board and 10/11 follower boards. A back-

plane in each crate provides power and the thermometer bias voltage to the

boards and contains several interconnects (principally trigger and ADC clock

synchronization). The leader board is responsible for sending a trigger signal to

each board in the crate. The leader board can be triggered through ethernet, or

1The new data acquisition electronics were designed by the CLASSE electronics shops
to meet pre-determined specifications. Firmware/on board software was developed by the
CLASSE electronics shop, N. Banerjee, and R. D. Porter [Ban20]. PC-side data acquisition and
control software was developed by R. D. Porter, N. Banerjee, M. Tao, and S. Halls [TPL19,
HPL18].
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through an external BNC connection. In addition, the leader board in Crate 1

sends a trigger signal to the leader board in Crate 2, ensuring both crates trigger

simultaneously.

Each DAQ board contains a Mars ZX2 SoC module (combined FPGA and

Programmable System/CPU module), 4 Analog Acquisition (daughter) Boards,

ethernet connection, and additional ports for control and diagnostics. A picture

of a DAQ board is shown in Fig. 5.6. The Mars ZX2 SoC module runs embedded

Linux and is responsible for accepting outside commands, configuring the sys-

tem, running data acquisition, and writing data to external storage. Each analog

acquisition boards collects data from 8 channels/thermometers and contains an

Programable Gain Instrumentation Amplifier (PGIA), a fixed Differential Am-

plifier (DA) (gain = - 5), and an ADC (24-bit, 144 kHz). Voltage signals from

thermometers enters the PGIA where (configurable) gain and voltage offsets

are applied, it then goes through the fixed amplifier and is then digitized in the

ADC.

The software and firmware architecture for the data acquisition system has

three layers. The first layer consists of programable logic in the FPGA. This layer

is responsible for controlling the ADCs to acquire data at the requested rate and

store it into a fast Block RAM buffer. This buffer is small and can only hold 2048

points from each channel. It must be emptied quickly to prevent data from being

overwritten. The second layer of firmware runs on the Programmable System

and is responsible for moving data from the buffer to DDR3 RAM in the Mars

ZX2 SoC module. Currently, the maximum data acquisition rate is set at 50 ksps

and gives the programmable system sufficient time to transfer the data. The

maximum acquisition time is limited by the DDR3 RAM storage to ≈ 60 s when
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Figure 5.6: A picture of one of the new data acquisition boards. The connection
to the thermometers, the ADC daughter board modules, and the MARS 2X2
SoC Module are highlighted.

running at 50 ksps. After data acquisition is complete the data is transferred to

a network drive location via ethernet. The final level is client software written

in MATLAB and running on a PC. This system transfers user commands to the

DAQ boards.

An additional configuration step is run to synchronize the clocks of each in-

dividual ADC. Each ADC has an internal clock that determines when it will take

its first measurement. Offsets between these clocks cause the measurements to

start at slightly different times. To correct for this the leader board in crate one

sends out a timing signal to all ADCs. The acquisition time windows are aligned

using a special aperture trigger. This aligns the ADC clock to sample at the same

time. After this is done the maximum offset between triggers is 20 ns, which is

determined by the distance the signals have to travel. The offset is much less
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than the minimum sample time of 20 µs [Ban20].

The overall setup of the temperature mapping system is shown in Fig. 5.7.

Two crates of data acquisition boards sit on the warm side of the system. The

DAQ boards are connected to the T-map by twisted pair ribbon cables. Cernox

sensors, fluxgate magnetometers, and all standard equipment for RF testing is

also connected. The T-map DAQ boards are connected to the trigger output of

the RF power meters allowing simultaneous triggering and recording of RF data

and temperature data.

Figure 5.7: Diagram of experimental setup showing connection between T-map,
DAQ, and power meters.

5.3 Data Acquisition Process

Here we detail the data acquisition process we are using for the T-map. It con-

sists of three main parts: calibration, RF-off measurement, and RF-on measure-

ments. In addition, we discuss some of the typical data post processing. This

information is needed both to understand the T-map results, and to understand

noise analysis in the next section. In addition to T-map measurements, we mea-
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Figure 5.8: Example calibration data for the temperature map. Fit model shown
in red.

sure the quality factor vs field and temperature for the cavity during RF testing.

To convert voltage to temperature a calibration curve must be made for each

thermometer. The calibration is created by measuring both the T-map (25,000

points each in 1 s) and a calibrated Cernox sensor (at the cavity equator) from

4.2 K (in liquid helium) down to just below the lowest measurement temper-

ature without applying RF to the cavity (at the time of measurement). If the

cooldown rate is slow enough there should not be a significant temperature gra-

dient from the top of the T-map to the bottom. These measurements are taken

roughly every 0.05 K during the cooldown. The resulting curve is fit to a mod-

ified regression model of a semi-metal: V (T ) = V0 − V∞e
g
T [Ban20, Rv15, SH68].

An example calibration curve and fit is shown in Fig. 5.8. The resistance of these

thermometers changes significantly when thermal cycled to room temperature,

and they must be calibrated every time the T-map is used.
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At desired measurement temperatures two 20 s T-map measurements are

taken with the RF power off (RF-off). This serves two purposes. The differ-

ence of the two RF-off temperature maps is used to find broken channels: the

difference should have a mean close to zero, and some statistical noise (when an-

alyzing time data) on each channel. Channels that lie outside of normal bounds

are determined to be faulty. In addition, the RF-off measurements reveal the

offset between a T-map sensor and a bath sensor, so the offset can be corrected.

RF-on T-maps are taken with the forward power to the cavity (P f ) on. These

can be one of two forms: static or dynamic. For static T-maps the cavity is

charged, allowed to reach equilibrium, and a short T-map is taken. This is the

equivalent of older T-maps, but our new system can achieve much better tem-

perature resolution (down to 15 µK at 1.8 K). For the dynamic T-maps shown

here, the T-map is configured for a long measurement (e.g. 20 s at 25 ksps or

50 ksps) and is configured to measuring when they receive a trigger input signal

from the RF power meter (the RF power meters are configured to trigger off a

rise in measure forward power). When the power is turned on the power me-

ters and T-map trigger simultaneously and both the RF power and temperature

is recorded.

The final temperature map data is calculated as a difference in temperature,

∆T , between the T-map temperature and the bath thermometer. An additional

correction is applied that uses the RF-off measurement to correct for the dif-

ference between an individual thermometer and the bath thermometers. This

helps remove any offsets from the calibration. The final equation is,

∆T (i, j, t) = TON (i, j, t) − TBAT H,ON −
(
TOFF (i, j) − TBAT H,OFF

)
, (5.1)
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Figure 5.9: Temperature of 3 bath sensors during an T-map acquisition at 1.8 K.
Some smoothing has been applied and the mean values were subtracted. Note
the 300 µK oscillations caused by the cryogenics system.

Collecting the dynamic temperature on every channel allows us to correct

for changes in the bath temperature during the measuring. The importance of

this is well demonstrated in Fig. 5.9. There is a control loop in our cryostat

that is used at sub atmospheric pressures to keep the temperature constant. A

valve in opening and closing to adjust the temperature and pressure, but it can-

not do so perfectly. We see a 300 µK oscillation in the temperature in Fig. 5.9

that is caused by this. Without correcting for the bath drift our measurement

uncertainty would be much higher.
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5.4 Noise and Uncertainty Analysis

An important figure of merit of a temperature mapping system is the measure-

ment uncertainty. If we want to measure low heat phenomena (low field surface

resistance, etc.) we need low uncertainties, and some dynamic effects may re-

sult in only small changes. There are three main uncertainties in the system that

we will consider: measurement noise, calibration uncertainties, and sensor sen-

sitivity to cavity wall temperature. Overall, the noise is low compared to our

previous system.

After correction for bath temperature oscillations there are two main sources

of noise [Ban20]: 60 Hz noise from outside sources, and noise from the PGIA

amplifier and offset. 60 Hz is fairly small in the system and can easily be filtered

in the frequency domain if needed. A breakdown of noise from the electronic

components is shown in Fig. 5.10. Noise from the PGIA is the most significant

source. Since these electronics are on the warm side, the operation temperature

makes no difference in the overall noise. The PGIA noise depends on frequency

and increases as the sample rate does. In current configuration of the T-map the

standard deviation of the noise is ≈ 30 µK at 1 ksps, increasing to ≈ 150 µK at

50 ksps.

The calibration curve provides another source of error. We have com-

puted standard deviation estimates of our fit values and temperature read-

ings [Ban20]. An example for one thermometer is shown in Fig. 5.11 and is

fairly representative of all thermometers. The standard deviation varies with

temperature and is ≈ 15 µK at 2 K.

The above computation ignores the uncertainty in the Cernox cryogenic
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Figure 5.10: Modeled noise contributions of electronic components of the T-
map DAQ electronics [Ban20]. The noise is dominated by contributions from
the amplifiers. Noise from other components, such as the ADC, are negligible.
This figure was originally published in [Ban20].

thermometers used for calibration. The uncertainty on these thermometers is

±4 mK, higher than the uncertainties in many of our measurements. The abso-

lute temperature we record from our thermometers is no more accurate than

this uncertainty. We gain an advantage by subtracting two temperature mea-

surements. This will cancel out a large fraction of the uncertainty here that

come from these sensors (i.e., precise but not accurate). There will still be an

additional small uncertainty that will depend on the difference between tem-

perature readings, but this is difficult to determine without having more accu-

rate cryogenic thermometers. This source of error is likely small compared to

’sensor sensitivity’ discussed below.
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Figure 5.11: Calibration curve and uncertainty of calibration of a T-map ther-
mometer. Originally published in [Ban20].

We can further investigate our uncertainties by taking many measurements

of the same thing. Here we take two RF-off measurements (1,000,000 samples

per channel at 50 ksps) at nominally the same temperature, subtract them from

each other (using equ. 5.1), and analyze the mean and standard deviation of

each channel. Figure 5.12 shows the standard deviation and mean values for a

pair of RF-off measurements taken at 1.9 K. Ideally, the resulting value would

be zero. This gives us an idea of the statistical (mean of standard deviation) and

systematic (standard deviation of mean) noise in the system, 154 µK and 14 µK

respectively at 1.9 K.

These two measures of uncertainty demonstrate a great improvement in our

temperature mapping system. Our old system, when averaging over several

measurements could only achieve an uncertainty of ≈ 1 mK. With the lower

noise electronics and bath oscillation correction we can get the uncertainty
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Figure 5.12: A scatter plot of the mean and standard deviation of each ther-
mometers in the T-map at 1.9 K. This is showing the bath temperature corrected
difference between two RF-off T-maps, each 1,000,000 points taken at 50 ksps.
The mean standard deviation and standard deviation of the mean provide an
estimate of the statistical and systematic noise in the system.

down to ≈ 15 µK after averaging.

There is one more source of uncertainty to consider: sensor sensitivity to

cavity wall temperature. When measuring the cavity wall temperature, the

thermometer is both being warmed by the cavity wall and cooled by the liq-

uid helium bath. The final temperature of the sensor is somewhere between the

wall temperature and the helium bath temperature. We refer to the fraction of

the thermometer temperature rise to the real wall temperature rise as the sensi-

tivity. A previous estimate from Cornell found that the sensitivity of one of our

sensors is 0.35 ± 0.13 [MK85]. This suggests an additional 37% uncertainty in

temperature measurements (∆T ). In addition, many aspects may affect this esti-

mate: quantity and consistency of thermal paste used, Kapitza resistance of cav-
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ity wall, and operating temperature could conceivably change the value. This

uncertainty is primarily important when comparing temperature rises between

thermometers or theoretical models; the low noise still allows us to measure

very small changes in temperature on a single sensor.

The cavities measured in this dissertation have a large indent at the equator

weld seam that creates poor thermal contact at the equator. This reduces the

sensitivity of the sensors at the weld seam. In all the results we show here our

equator has zero heating on the scale displayed. In some cases, this is likely

because of the poor contact made by equator sensors.

Overall the system is very sensitive to small changes in temperature, man-

aging a statistical uncertainty of ≈ 15 µK after averaging in the right conditions.

Accurate measurements of the temperature difference are dominated by the sen-

sor sensitivity and should be studied in more detail. Still, the system is a signif-

icant improvement, and the high sensitivity will allow it to see small changes

that have previously been unmeasurable in addition to the fantastic capability

to measure dynamic heating.

5.5 Commissioning Measurements

Now we will present several examples of dynamic temperature map measure-

ments made with this system. These tests were done on Nb3Sn cavities. Here

we demonstrate the capabilities on the T-mapping system while discussing re-

sults relevant to the physics of Nb3Sn in chapter 8. The forward, reflected, and

transmitted power were recorded, and the external quality factor were also de-

termined from quality factor measurements.
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Figure 5.13: Average temperature of all functioning sensors on T-map during a
charge-discharge cycle of the cavity. Some smoothing was applied. Inner plot
displays the transmitted power with is proportional to the energy in the cavity.
Measurement were done at 1.8 K.

5.5.1 Cavity Charge and Discharge

Figure 5.13 shows the average temperature of the entire T-map while the cavity

is charged and discharged at 1.8 K. The temperature follows the transmitted

power/energy curve of the cavity except for a slow rise in temperature during

operation.

To test the accuracy of the T-map we can try to compute the quality factor

from the heating data. This can be computed up to a constant that depends on

material parameters which depend on the various aspects of the system (sensor
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Figure 5.14: The quality factor vs time during the RF power charge-discharge
cycle. The quality factor is calculated from recorded RF power data, and again
from the wall temperature and transmitted power from the cavity.

sensitivity, Kapitza resistance, and other thermal properties of the cavity). Simi-

larly, we can calculate the quality factor from the RF data. Figure 5.14 shows the

quality factor versus time as the cavity is changed and discharged using both

the T-map data and the RF data. The quality factor computed from T-map data

has been scaled to match the RF data at a single point. This shows very good

agreement between the two measurements–they both have the same trend. This

gives us confidence that we are measuring the heating/losses of the cavity.
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Figure 5.15: The temperature of a T-map thermometer during a charge-
discharge cycle of the cavity. Some smoothing applied. The inset displays the
transmitted power with is proportional to the energy in the cavity. Measure-
ment done at 4.2 K. Notice that the temperature rises and then suddenly drops.

5.5.2 Temperature Slips

At 4.2 K (or anywhere above the superfluid transition temperature) we see in-

teresting dynamics in the charge-discharge cycles. Figure 5.15 shows the tem-

perature on one thermometer. The temperature rises and then suddenly falls.

This appears on every thermometer on the T-map (when above the superfluid

transition temperature), but do not occur at the same time, surface field, or local

temperature: there is some amount of randomness. We refer to these as temper-

ature slips.

The temperature slips are likely a transition from convection cooling to nu-

cleate film boiling at the liquid helium-Nb3Sn interface [Lan07]. Figure 5.16a

shows a diagram of different steady-state heat flow regimes in non-superfluid
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(a) (b)

Figure 5.16: a) Schematic of regions of different steady-state heat flow behaviors
versus the heat flow plot. The x-axis shows the elevated temperature of the wall
compared to the helium bath. b) The temperature of a heated wire in liquid
helium demonstrating the transition from normal convection (NC) to nucleate
film boiling (NB) regime. This figure was adapted from [Lan07].

LHe. The low heat flux mode is convection cooling. At slightly higher heat

fluxes the system can transition to nucleate film boiling. This substantially im-

proves the interface conductance, cooling the cavity wall more efficiently and

resulting in a temperature drop. Much of the conduction cooling area is meta-

stable, explaining the somewhat random timing of the temperature drop. An

experiments where metal wires were heated in liquid helium baths show almost

identical temperature curves (see Fig. 5.16b) [Lan07].
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CHAPTER 6

A HIGH FIELD SAMPLE HOST CAVITY

In chapter 3 we posited that the superheating field of Nb3Sn is 425 mT based

on the calculation in [CS08a]. However, we offered no experimental evidence to

support this value. We see that Cornell Nb3Sn cavities are limited far below this

value at ≈ 80 mT in Continuous Wave1 (CW) operation. This begs the simple

question: is the theoretical calculation correct? We can explore this using High

Pulsed Power (HPP) testing.

We can reach higher quench fields in Nb3Sn cavities if we use HPP test-

ing. During ordinary CW RF testing the forward power is ∼ 1 W and the cav-

ity can take several seconds to fully charge. High pulsed power utilizes for-

ward power ∼ 1 MW in short pulses (≪ 1 s). This power is often supplied by

klystron [Vel87]–roughly thought of as a giant tube amplifier. The high forward

power allows the cavity to be charged very quickly: in µs to ms.

The quick charge time allows cavities to ’outrun’ thermal defects/quenches

and reach higher fields. If a cavity is quench is caused by a thermal defect–in

which a spot is heating up over time and then causing the cavity to quench–

there is a time scale for the evolution of this quench. By raising the fields

very quickly we can reach higher accelerating gradients before the cavity has

a chance to quench off of the defect [Val13, HP97]. If the cavity reaches the su-

perheating HSH then the cavity will instantly quench regardless of the charge

time, allowing us to probe the superheating field.

1Meaning that the cavities are operated for an extended period of time with a fixed acceler-
ating gradient. This is in opposition to pulsed operation where forward power pulses may be
∼ 1 ms.
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One limitation of this technique is the minimum time to raise the field in the

SRF cavity. As we try to reach higher accelerating gradients the charge time of

the cavity will become longer. In addition, as the fields get higher the thermal

defect will warm up faster and the time scale of the thermal quench decreases.

We will see that high pulsed power testing of Nb3Sn cavities with our system

can attain higher fields, but becomes limited by the charge time of the cavity

before HSH can be reached.

To reach higher fields we have designed a cavity that is optimized to quickly

charge to large surface magnetic fields on a small sample. This cavity will serve

to probe the superheating field of Nb3Sn and other future SRF materials. This

allows HSH to be determined without extensive development to mitigate every

possible defect. We call this cavity the Cornell High Pulsed Power Sample Host

Cavity (CHPPSHC)–or CHIP cavity for short2.

In this chapter we will discuss the development of the CHPPSHC. Though

we have motivated the creation of this cavity in the context of Nb3Sn, this new

test system will be a useful tool for testing the ultimate field of all future SRF ma-

terials. We will start by reviewing high pulsed power measurements of Nb3Sn

cavities to motivate the creation of CHPPSHC and to understand the limitations

that must be overcome. We will then discuss the design of the cavity, review key

simulations, and discuss expected performance. Finally, we will discuss fabrica-

tion and assembly. At the time of writing commissioning and Nb3Sn tests have

not been conducted–these are expected within the next year.

2The author also explored the acronym Pulsed Operation Transversally Antisymmetric
Thousands of Oersted cavity (POTATO) to create the full name POTATO CHIP, but this was
popularly rejected by their research group.
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6.1 High Pulsed Power Testing of Nb3Sn Cavities

HPP testing of Nb3Sn cavities has been reported in [PVL15, PLX11, MGH+16,

HP97, Cam85]. We will concentrate on the results from [PVL15] (these results

are also discussed in [Pos14]). This source is most relevant to current Nb3Sn cav-

ities at Cornell University having tested recent Nb3Sn cavities using the same

equipment.

Figure 6.1 shows HPP testing of Nb3Sn cavities from [Pos14, PVL15]. The re-

sults are plotted as the quench field versus T 2. This is because the temperature

dependence of HSH is given approximately3 by equ. 2.12: HSH(T = 0)(1−(T/Tc)2).

At 4.2 K they find the quench field to be roughly 110 mT ≈ 26 MV/m–lower than

the theoretical HSH, but higher than what is seen in CW operation. The increase

in quench field in HPP testing shows that we have not reached HSH in CW test-

ing and suggests that quench is being triggered by a thermal defect (this is also

supported by temperature mapping, as we will see in chapter 8).

Using the expected temperature dependence of the superheating field we

can make a better attempt to measure the quench field. By measuring the

quench field close to Tc we can charge the cavity faster and the activation of

some defects may be suppressed. This allows us to push closer to the ultimate

field. We can then use equ. 2.12 to estimate HSH at 0 K. This technique finds that

HSH(T = 0) would be ≈ 250 mT if the trend near Tc continued.

We can see the importance of the charging time in Fig. 6.2. This shows the

quench field that was found versus the time it takes the cavity to quench. Each

point is taken with a different forward power. The higher the forward power the

3This equation is expected to be within roughly 10% of the real value [CS08b].
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Figure 6.1: HPP testing of an Nb3Sn cavities. Data is overlayed from [HP97]
and [Cam85]. The colored bars show estimate ranges for various critical field.
The black bar is a fit to equ. 2.12 using only data close to Tc. This figure was
adapted from [Pos14].

higher the measured quench field becomes. The point with the highest quench

field was taken utilizing 1 MW of forward point–the maximum power for this

system. It is likely that this trend will continue if we could increase the field on

the sample faster.
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Figure 6.2: The quench field versus the time to quench in HPP testing of an
Nb3Sn cavity. Each point is taken with a different forward power, but a fixed
bath temperature (4.2 K). The higher the forward power the higher the mea-
sured quench field becomes. This figure was adapted from [Pos14].

6.2 CHPPSHC Introduction

The previous section shows that one of the limitations to determining HSH is

how quickly the surface magnetic fields can be raised on the material. One way

to raise the surface magnetic field faster is to increase the forward power deliv-

ered to the system. Our klystron has a maximum output power of 1 MW which

has already been utilized. Purchasing a new klystron would prohibitively ex-

pensive. The other option is to increase the ratio of [Bpk/
√

U]. That is, increase

the peak surface magnetic field for the same amount of energy in the cavity.

Increasing the [Bpk/
√

U] ratio is the preferable option.

CHPPSHC is a cavity optimized to have a large [Bpk/
√

U] ratio on a rela-
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tively small sample. The sample can be changed out to test different super-

conducting materials or preparations. The system is designed to work on the

1.3 GHz klystron system that we possess. The simple sample geometry (relative

to a cavity) also allows for the testing of materials that cannot yet be applied to

a complicated geometry.

6.3 Designs and Simulation

The full designs of the CHPPSHC are shown in Fig. 6.3. There are several

components to this schematic, and we will break this down into parts. For easy

reference table 6.1 lists key parameters of the CHPPSHC that will be discussed

in the text. We will first start with a simplified model of the cavity bell shape

and explain how the cavity attains high surface magnetic fields on the sample.

Design Parameters
f0 1.3103 GHz
Q 8 · 105

Bpk/
√

U 510 mT/
√

J
β 1 - 20

Sample Height 4.6 cm
Sample Width 9.2 cm

Sample Thickness 3 mm

Table 6.1: A table of key parameters for the CHPPSHC.

Figure 6.4 shows the cavity bell section of the cavity. The curved portion

at the bottom is the sample. In the full model there is an air gap around the

sample. Two components of this design contribute to the high surface magnetic

fields.

The overall shape of the cavity was optimized to increase the surface mag-
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(a) (b)

Figure 6.3: Schematics of the final CHPPSHC design. a) Cross-section. b) Exter-
nal view.

netic field at the center of the bottom plate. This optimization was conducted

at Cornell University by Y. Xie et. al. using a genetic optimization algo-

rithm [XHL09]. This cavity is driven in its first dipole mode which is shown

in Fig. 6.5. CST Studio Suite 3D E&M was used to simulate the field in the

cavity and found that the peak surface magnetic field, BPK, is 48.9 mT/
√

J. Com-

paratively, a TESLA elliptical cavity has a BPK of 34.9 mT/
√

J and a cylindrical

pillbox cavity has 34.2 mT/
√

J. This choice of geometry gives a 40% increase in

the surface magnetic fields.

We use a ellipsoidal sample to further increase the peak surface magnetic

field. An ellipsoidal shape results in an enhanced surface magnetic field on the

tip [SP08, Kub14]. Figure 6.6 shows the surface magnetic field on the cavity

and sample. Considering both the BPK and manufacturing techniques we chose

dimensions of the ellipsoidal sample to have a thickness of 3 mm, a height of
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(a) x-z plane cross section. (b) y-z plane cross section.

(c) Cross section.

Figure 6.4: CHPPSHC bell design. In this diagram the cavity is flipped vertically
from that shown in Fig. 6.3. The ’beam tube’ is at the top of the cavity and is not
filled in in the true system.

4.6 cm, and a width of 9.2 cm. This sample shape (combined with the bell geom-

etry) gives an expected BPK of 510 mT/
√

J.

We require the cavity to go above the Tc of niobium, preventing using super-

conducting niobium for the cavity. Instead, we use copper for the main cavity

geometry. Copper can be used in HPP and still reach high field strengths.

Using copper requires that the superconducting sample be thermally sepa-

rated from the RF cavity walls. To accomplish this, we have added a small gap

between the superconductor and the RF cavity wall. Below the sample we have
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(a) The magnetic field pattern in x-z
plane.

(b) The magnetic field pattern in y-z
plane.

(c) The electric field pattern in the x-z
plane.

(d) The electric field pattern in the y-z
plane.

Figure 6.5: Electric and magnetic field patterns in the cavity for the operating
mode.

(a) Surface magnetic field magnitude.
The scale has been adjusted so that field
pattern off the sample is visible. (b) Surface magnetic field magnitude

on sample.

Figure 6.6: Surface magnetic fields on the sample and cavity bell.
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Figure 6.7: The surface magnetic field in the upper and lower cavities. A y-z
cross-section is shown.

added a small cavity (visible at the top of Fig. 6.3a), creating an upper and lower

cavity. The sample has a long flat portion that bolts to the far side of this cham-

ber. This connection serves as mechanical support and a thermal anchor to the

helium bath to provide cooling. The second cavity has low RF fields as shown

in Fig. 6.7. This setup provides thermal gap for the sample.

The sample is small enough that we cannot detect any change in the RF data

when the sample quenches. Instead, two Cernox brand cryogenic thermometers

are pressed against the base of the sample. One thermometer is used to monitor

the overall sample temperature during cooldown and just before RF power is

applied. The second sensor is read out at a high rate and used to detect the

sample quench4. Indium is used to increase the thermal contact. Seeing a large

4This uses separate electronics that can sample at a high rate but only for a short period of
time.
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spike in temperature on the second sensors will allow us to detect the sample

quench.

For sample testing the entire system is cooled to 4.2 K. To determine the

quench field at a given temperature the forward power is pulsed on, and the

thermometer monitored. If no quench is detected, then the forward power is

slowly increased until the thermal signature of quench is detected. The field

level in the cavity and on the sample is determined using transmitted power

and normal RF testing techniques (the transmitted power is calibrated using

lower power CW testing). To test below 4.2 K the temperature of the bath is

lowered. To test above 4.2 K a small heater at the base of the sample is used to

increase the temperature of the sample. This allows the system to test HSH over

a wide temperature range (up to Tc).

6.3.1 Sample Geometry and Surface Magnetic Fields

Electromagnetic simulations were conducted on the cavity to optimize the sam-

ple geometry and investigate the impacts of misshapen geometry. Figure 6.8

shows plots of how BPK depends on the sample geometry. The final sample ge-

ometry was determined using these simulations and machining considerations.

The sample thickness was chosen to be 3 mm to allow manufacturing from read-

ily available niobium sheet metal of the same thickness. A height of 4.6 cm was

chosen as this maximized the peak magnetic field and a width of 9.2 cm was

chosen because there was heavily diminishing returns on peak magnetic field

when using wider samples and so that the radii were matched in the height and

width dimension–making machining easier. Our final sample geometry was
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relatively easy to manufacture and attains a high BPK.

Additional simulations were conducted to measure the extent that machin-

ing tolerances may change the peak fields. Estimating all ways that the sample

could be misshapen is not possible. Several simple changes were done: 1 mm

displacement in x, y, and z axes; and flattening the last 1 mm of the sample tip.

These changes resulted in less than a 1% change in BPK. The simulation with the

flattened obtained only a 0.2% reduction in the BPK but the BPK location moved

to two new locations on the sample. This suggests that BPK on the sample is

quite robust, but sharp gashes or other features may still be problematic.

6.3.2 Cavity Antenna and Coupling

To couple to the dipole mode in the cavity a new antenna needed to be de-

signs and made. A simple loop antenna was designed to be affixed to existing

equipment. A diagram of the coupler in the CHPPSC is shown in Fig. 6.9. The

coupling factor, β, was calculated for several positions and a length was chosen

that would allow for a wide variety of βs to be obtained during testing: from

β = 1 to β = 20. The β range was chosen based on calculations discussed in

section 6.4.

6.3.3 Cavity Tuning

Having the cavity resonance frequency close to that of the klystron’s output

frequency is important. The klystron has a limited output bandwidth to work

with. The frequency of maximum output was measured to be 1.3103 GHz. The

106



Figure 6.8: Peak surface magnetic field on sample for 1 J in the cavity. The sim-
ulated geometry is shown in Fig. 6.4. In each plot the unlisted dimensions are
Height = 3 cm, Width = 6 cm, and Thickness = 0.3 cm. There is some noise in
simulated data due to the way the geometry is meshed for the simulation.
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Figure 6.9: A schematic of the hook coupler used for the CHPPSHC in the CH-
PPSHC. Note the orientation of the loop with respect to the sample plane.

bandwidth of the CHPPSHC is ≈ 2 kHz while the bandwidth of the klystron

is ≈ 5 MHz. We need the cavity’s resonant frequency to be within 5 MHz of

of the klystrons center frequency. To accomplish this the cavity geometry was

carefully tuned to obtain the same frequency. This includes account for thermal

contraction of copper when cooling the cavity [SDR92]. If the final resonant

frequency is not well aligned, we will have to tune the cavity: this will include

stretching the cavity to change the resonance frequency.

6.3.4 Mechanical Simulation

Mechanical simulations of the cavity were conducted to ensure the cavity is

structurally sound and measure distortion of the cavity geometry when the
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cavity is pumped down to vacuum. The final designs were found to be able

to withstand vacuum. The thickness of the top plate was increased to ensure

structural stability (0.375”). With final geometry, the sample was found to only

shift by 190 µm into the cavity. This shift caused a decrease in BPK by 0.2%.

6.3.5 Thermal Calculations

Since we are detecting the quench of the sample using the thermometry, we

need a good understanding of the thermal dynamics of the sample. There are

some simple calculations of the system that can be done to understand it.

From the electromagnetic simulations we can find the power dissipated on

the sample. When BPK is 425 mT at 4.2 K the power dissipated on the sample

when superconducting is 0.13 W and in the normal conducting state it is 1781 W.

Over 20 µs at 425 mT only 2.55 µJ would deposited in the superconducting sam-

ple (in reality the field would ramp up over this period, giving significantly less

heating). Similarly, 1 µs in the normal conducting state would deposit 1.78 mJ,

three orders of magnitude higher. The amount of power deposited in 1 µs at this

field would raise the average temperature of the sample by 30 mK (at 4.2 K). The

change in heating when the sample quenches is sufficiently large to detect and

differentiate from the normal conducting state.

The heating calculated above are averages while we will have a transient

heat pulse that passes our sensors. We want to calculate the transient behavior

and find the temperature versus time at our thermometer. To simplify the prob-

lem, we will approximate the entire sample as a bar that is being heated at one

end and use the 1D heat equation. The bar is 3 mm thick by 4 cm wide and 9 cm
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from the sample tip to the helium bath. This simplified problem can be solved

using Green’s functions. The time evolution of the temperature distribution is

given by [Set21]:

T (x, t) =
∫

T (y, 0)
1

√
4πDt

exp
(
−

(x − y)2

4Dt

)
dy , (6.1)

where,

D =
k
cρ
, (6.2)

where k is the thermal conductivity, c is the heat capacity, and ρ is the density

(we approximate k and c by their values at the temperature of the helium bath).

The value
√

2Dt gives us a rough estimate of the diffusion distance of the

heat distribution in a time t. For 1 µs–the length of our normal conducting

pulse–this gives us ≈ 5.8 mm. This is rough 1/10th of the distance to the ther-

mometer. Since this length scale is relatively small, we can estimate the initial

temperature distribution as a delta function. To account for boundary condi-

tions at the sample and at the helium bath we can use an infinite set of delta

functions with alternating signs (similar to using image charges). Our initial

temperature distribution is then,

T (x, 0) =
2Ud

c

[
... − δ(x − 2xtip) + δ(x − xtip) − δ(x + xtip) + δ(x + 2xtip) − ...

]
, (6.3)

where Ud is the energy deposited in the sample during the pulse, δ is the delta

function, x = 0 is the helium bath location, and xtip is the distance to the tip of
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Figure 6.10: The estimated temperature at the thermometers if the sample is
normal conducting for 1 µs at a BPK of 425 mT and 4.2 K. The peak temperature
is 5 mK and occurs 70 µs after the pulse.

the sample.

Combining equ. 6.1 and 6.3 we get the temperature over time at the ther-

mometer,

T (x, t) =
2Ud

c
1

√
4πDt

[
... + exp

(
−

(x − xtip)2

4Dt

)
− exp

(
−

(x + xtip)2

4Dt

)
+ ...

]
, (6.4)

where we have neglected two additional terms in the infinite series when writ-

ing the equation. This equation is easily computed for first several terms (the

most important). The result is shown in Fig. 6.10. The temperature peaks at

5 mK, 70 µs after the pulse. This is a measurable temperature rise5.

5In the previous chapter we demonstrated temperature measurements with sensitivities be-
low 1 mK.
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This calculation is not a perfect estimate of our system and is meant pri-

marily to demonstrate the functioning of the system. In reality only part of the

sample will quench, which will reduce the temperature rise. In addition, the RF

field will continue to rise after passing the quench field. These make it hard to

determine the quench field from a single measurement. Instead (for each tem-

perature) we will need to do sets of measurements with different pulse lengths

and magnitudes of forward power and fit the data to extract a quench field.

6.4 Expected Performance

We now look at some characteristics of performance of the system. We are in-

terested in what peak fields that cavity can reach and how quickly it can be

charged. We will look at several parameters. These are calculated assuming

that we can get the full forward power of 1 MW to the cavity.

Figure 6.11 shows the BPK that would be reached in CW operation (if pos-

sible). The maximum field occurs at β = 1 and is almost 4.5 T. Of course, this

cavity is made for pulse mode operation. The high BPK value demonstrated the

optimization of magnetic field on sample and is not a field that will be reached

during testing.

A more significant parameter is the charge time to a given field, BPK. Fig-

ure 6.12 shows the optimized charge time for a desired field. The cavity will

continue to charge past this field level, but this is the time it takes to reach the

given field. We have optimized these with respect to the coupling constant, β.

At 425 mT the optimized charge time is ≈ 1 µs for β ≈ 200. However, the large

values of β are not reachable using the current coupler design (though this could
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Figure 6.11: The maximum theoretically achievable BPK (CW operation) with
1 MW of forward power versus the coupling constant, β.

(a) (b)

Figure 6.12: Optimized a) charging times and b) β for the desired BPK for 1 MW
of forward power.

be changed if desired). Charge times this quick would likely make it difficult to

determine the exact quench field using our thermal method.

For a final measure of performance we can look at how quickly the cavity

can reach a BPK of 425 mT using the designed β range of the antenna: 1 to 20.
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Figure 6.13: The time to reach a BPK of 425 mT for various values of β. The
charge time is shown for both 1 MW and 1 kW of forward power. Above β = 20
the charge time starts increasing for the 100 kW scenario and is not shown. The
cavity antenna is designed to vary from β = 1 to β = 20.

Figure 6.13 shows the charge time to 425 mT. The charge time to 425 mT is 2.3 µs

at β = 20. If we only manage to get 100 kW of forward power we could still reach

425 mT in only 11.5 µs. This charge time is much faster than can be accomplished

in single-cell cavities and should allow higher vales of BPK to be reached before

a thermal quench occurs.

6.5 Fabrication and Assembly

Fabrication of the CHPPSHC began in the spring of 2020. As of writing this

all parts have been constructed. We show here some interesting aspects of the

fabrication process.
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(a) Main cavity bell copper block. (b) Main cavity bell partially milled.

(c) Complete copper bell being indexed
to confirm the shape.

(d) The main copper body after elec-
tron beam welding.

Figure 6.14: CHPPSHC bell being fabricated at various stages.

The main body of the cavity were machined from two large blocks of copper.

This allowed for thick cavity walls that can withstand atmospheric pressure

when the cavity is at vacuum. Figure 6.14 shows the evolution of the main

copper body of the cavity. The two main components of the body were then

electron beam welded together.
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Four niobium samples were made for the CHPPSHC. These sample were

machined on a CNC mill (by a very talented machinist). A lot of care was

needed to minimize deflection of the sample during the machining process. One

sample has already been coated in Nb3Sn for future testing.

The CHPPSHC is a useful new tool in exploring the ultimate fields of new

materials, including Nb3Sn. The cavity has been built and the final assem-

bly and commissioning tests are planned. Initial commissioning will be done

on niobium samples for which HSH is relatively well known6 [VL11a, Val13,

PVL15]. This will allow us to confirm that the system is functional. Hope-

fully the CHPPSHC will determine the superheating fields of Nb3Sn in the near

future.

6The superheating field of niobium has been found to change based on pre-
treatments [VL11a, Val13].
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CHAPTER 7

RF MEASUREMENTS OF NB3SN CAVITIES

We now start looking at experimental data pertinent to the quench of Nb3Sn

cavities. Here we examine results from RF testing of Nb3Sn cavities. Since many

quench mechanisms have a temperature or frequency dependence, we look at

the dependence of the quench field on these variables. This allows us to rule

out various quench mechanisms. We examine the impact various cavity baking

treatments (800 C, and 75 C; and 160 C N2 infusion). We then look at the surface

resistance of our cavities to gain insight into material properties and discover

evidence of multi-gap superconductivity in our cavities. We will discuss tem-

perature mapping of Nb3Sn in chapter 8.

7.1 Standard Performance of Cornell Nb3Sn Cavities

We will begin with a summary of the standard CW RF performance of 1.3 GHz

Nb3Sn cavities at Cornell University. Current state-of-the art Nb3Sn cavities at

Cornell University achieve a quality factor of 2 · 1010 at 4.2 K and low fields, and

a maximum accelerating gradient of 15−18 MV/m. No radiation is detected dur-

ing cavity testing (which could suggest the emission of electrons in the cavity).

The quality factor slowly decreases–roughly linearly–to 1 ·1010 (at 4.2 K near the

quench field). The behavior at 2 K is similar except for a higher quality factor

because of decreasing BCS-resistance. Figure 7.1 shows several Q vs Eacc curves

taken at 4.2 K using 1.3 GHz cavities and a comparison of Q at 4.2 K and 2 K.

Applying a simple BCS fit to R vs 1/T data (as detailed in section 4.6) finds

that the BCS-surface resistance (field-independent) is ≈ 8 nΩ at 4.2 K and that
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(a) (b)

Figure 7.1: a) Q vs E at 4.2 K of several 1.3 GHz Nb3Sn elliptical cavities made
at Cornell University. b) Q vs E at 4.2 K and 2 K of a 1.3 GHz Nb3Sn TESLA
elliptical cavity.

Experimental Result
Tc [K] 18
∆/kBTc 2.15
l [nm] 3.0
R0 [nΩ] 8

Table 7.1: Typical results of parameters found during Nb3Sn cavity testing.

the residual resistance is ≈ 8 nΩ at 10 MV/m. Additional parameters are listed

in table 7.1. In particular, we note the very short mean free path of 3 nm. The

residual resistance found here was investigated D. L. Hall in [Hal17, HLLS17].

He finds that this residual resistance is primarily caused by ambient magnetic

field that is trapped during cooldown. Experiment and theory suggest that the

residual resistance caused by trapped magnetic flux will have a linear field de-

pendence [Hal17, HLLS17, L+17] in explaining the slope we see in Q vs E plots.

We will see in section 7.6 that BCS fitting in Nb3Sn cavities requires somewhat

more complicated methods.

As discussed in chapter 6, higher quench field are achieved in high pulsed

power testing of Nb3Sn cavities. This suggests that our Nb3Sn cavities are being
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Figure 7.2: High power pulse testing of a Cornell Nb3Sn cavity. Figure adapted
from [Hal17].

limited by a thermal defect. Figure 7.2 shows the results of pulsed power testing

as quench field versus temperature. We additionally note that the quench field

increases slightly more than is expected (based on equ. 2.12) from 6 K to 5 K.

7.2 Reproducibility of the Quench Field

The quench field of Nb3Sn cavities at Cornell University is remarkably repro-

ducible. Figure 7.3 shows a histogram of all 1.3 GHz Nb3Sn cavities tested in the

past 5 years. With few exceptions, they all quench between 14 − 18 MV/m (at

4.2 K), with a mean of ≈ 16 MV/m. This shows that the quench mechanism is

mostly consistent across our cavities despite modifications to the growth pro-

cess.

119



Figure 7.3: A histogram of all 1.3 GHz Nb3Sn cavities tested in the past 5 years.
The bin width is 0.5 MV/m.

7.3 Temperature Dependence of the Quench Field

During regular cavity testing we do not observe any significant difference in the

quench field with respect to temperature (for T ≤ 4.2 K). To confirm this we have

carefully measured the quench field at 4.2 K and ∼ 2 K1 in several of our cavities.

During regular cavity testing we increase the power and accelerating gradient

in relatively large steps (∼ 0.5 MV/m near the quench field) which could obscure

temperature dependence. For these measurements we very carefully approach

the quench field so that we can make a Q vs E measurement within 0.05 MV/m

of the actual quench field2.

For the measurement of these accelerating gradients, we use a specific cali-

1The actual measurement temperature varies from 1.7 K to 2.1 K depending on the cavity
test.

2One could also turn on the power, increase it until the cavity quenches, and record the last
Pt before quench, instead of making relatively slow Q and E measurements.
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bration to reduce statistical noise between the measurements. Our Eacc measure-

ments are accurate to roughly 10%, but this error is dominated by systematic er-

rors primarily arising from calibrations. By using the same calibrations (without

physically disturbing the equipment) we can compare the quench field between

temperatures with less uncertainty. In this case we use the same
√

Pt to Eacc (see

sec. 4.6) calibration for all the points.

We find that the field does not change with respect to temperature (or after

cavity quench) within our uncertainties. Figure 7.4a shows the results of this

for STE1-2, a 2.6 GHz cavity. In all our measurements we find that the quench

field at 4.2 K and 1.7 K are within 1%. This has been confirmed on 5 cavities (1

2.6 GHz cavity and 4 1.3 GHz cavities).

(a) (b)

Figure 7.4: a) Q vs E to quench of STE1-2 at 4.2 K before quench, 1.7 K before
quench, and 1.7 K after quench (only points near the quench field are shown).
The 1.7 K data was taken after re-cooling the cavity following quench at 4.2 K.
All three quench fields are within ≈ 1%. b) The expected fractional decrease in
HSH when going 2 K to 4.2 K based on equ. 2.12.

Several different quench mechanisms have temperature dependence that

could be detected, and we will briefly discuss the superheating field of

tin depleted regions. Tin depleted regions have a significant reduction is

superheating–as low as BSH ≈ 70 mT [God06]. Tin depletion and its impact on
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Nb3Sn is discussed in section 3.2. A potential quench mechanism could be from

a large tin depleted region reaching its superheating field. This would, how-

ever, have a large temperature dependence that we do not see here. Figure 7.4b

shows the hypothetical reduction in the superheating field between 4.2 K and

2 K based on equ. 2.12. Even for perfectly stoichiometric material we would

expect a 5% change in quench field if we were reaching the superheating field.

This does not rule out the possibility that tin depleted regions play a role in cav-

ity quench, only that the mechanism would need to be more complicated than

that described here.

7.4 Frequency Dependence of the Quench Field

To measure the dependence of the quench field (and other measures of perfor-

mance3), two new ’high-frequency’ Nb3Sn cavities were made: a 2.6 GHz cavity

and a 3.9 GHz cavity. These two cavities are 1/2 and 1/3rd scales of the 1.3 GHz

TESLA elliptical cavities we use (except for the vacuum flanges). These cavities

were prepared as detailed in chapter 4 with the exception of receiving 100 µm of

electropolishing. The cavities followed the same Nb3Sn standard coating pro-

cedure, however, the cavities were physically closer to the tin and SnCl2 source

due to their smaller size. These cavities are shown in Fig. 7.5.

The two high frequency cavities achieved roughly the same quench fields.

Figure 7.6 shows Q vs E curves at 4.2 K up to quench. The 2.6 GHz and 3.9 GHz

cavities achieves quench fields of 18 ± 1.8 MV/m and 17 ± 1.7 MV/m, consistent

with typical 1.3 GHz results. Having only two data points at higher frequencies

3Quality factor and magnetic flux trapping measurements were reported in [PLM19], but
will not be discussed here.
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Figure 7.5: Left to right: a 1.3 GHz, a 2.6 GHz, and a 3.9 GHz Nb3Sn cavity. The
3.9 GHz cavity has a top plate and clamps attached that are used during testing.

we cannot completely rule out a frequency dependence but we can conclude

that the quench mechanism is not strongly frequency dependent. For instance if

Equench( f ) ∼ f −
1
2 then Equench(3.9 GHz) ≈ 9.2 MV/m and we would have been able

to measure this change.

7.5 Post-Coating Furnace Treatments

Various furnace/baking treatments of niobium have resulted in large improve-

ments in performance. 800 C vacuum bakes are a standard treatment to remove

hydrogen from niobium cavities. Recently, doping the cavity with nitrogen has

been shown to cause improvements in performance, in particularly, the appear-

ance of the so called ’anti-Q slope’ (wherein the quality factor increases with

increasing accelerating gradient) [GRS+13b, Gon16, MGL17]. In this treatment
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Figure 7.6: Q vs E curve at 4.2 K of 1.3 GHz, 2.6 GHz, and 3.9 GHz Nb3Sn cavities.

a cavity is exposed to low pressures of nitrogen at 800 C and nitrogen absorbs

into the surface. Niobium nitrides are formed on the surface during the process

that must be chemically etched away. Development in this area has continued

and has led to the discovery of low temperature (120 − 160 C) nitrogen doping

termed ’nitrogen infusion,’ which produces increased quality factors and accel-

erating gradients in niobium cavities without the need for post-bake chemical

treatments [GRT+17, Man20]. Finally, it was reported in the last year that a 75 C

bake of a niobium cavity achieved increased accelerating gradients [GRB+18].

We would be remiss to not try these treatments on our Nb3Sn cavities.

Here we detail the baking and testing procedures used. Baseline tests were

done of the Nb3Sn cavity, LTE-10, with a standard coating. After testing the

cavity was surrounded by box of insulating material (while still on vertical test
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insert) and was heated to ≈ 75 C for 48 hours. The temperature was monitored

using several thermal couples inside the insulated box and the heaters were

controlled by a PID loop. The temperature varied from 70 C to 80 C during

the process. Fans were used on the indium seals near the cavity to keep their

temperature low and prevent the seals from overheating. After the process the

cavity was tested again. Following this the cavity was removed from the test in-

sert, the vacuum seal flanges were soaked in nitric acid to dissolve any residue

indium, and the cavity was baked at 800 C for 3 hours in Ultra High Vacuum

(UHV). During the bake the cavity was kept in a niobium foil box to prevent

contamination from the furnace and to prevent contaminating the furnace with

tin. An additional Nb3Sn cavity, ERL1-4, received a N2-infusion process as fol-

lows: 800 C for 3 hours in UHV + 160 C for 3 hours in UHV + 160 C for 48 hours in

3 mTorr N2. This treatment has been successfully used at Cornell University for

niobium cavities [Man20].

The results of these treatments are shown in Fig. 7.7. For all treatments there

was no statistically significant change in the quench field. There was no statis-

tically significant change in the quality factor of the 75 C baked cavity, however,

there were statistically significant decreases in the quality factors of the 800 C

baked and nitrogen infused cavities at higher fields, and the appearance of Q-

slope type behavior after the 800 C bake.

Though the mechanism of these treatments is not fully understood, it is

known that dissolved hydrogen and other gases, and the mean free path play a

role [MGL17, Man20, Gon16, Rom09, CKML03]. During 1120 C baking during

the growth process many of these impurities may have already been degassed.

In addition, hydrogen and other interstitial impurities prefer niobium to Nb3Sn4

4Unpublished calculations by N. Sitaraman and A. Fonseca.
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Figure 7.7: Q vs E curves at 4.2 K showing the effect of various furnace treat-
ments on Nb3Sn cavities: 75 C in situ for 48 hours, 800 C UHV for 3 hours, and
160 C N2-infusion (800 C for 3 hours in UHV + 160 C for 3 hours in UHV + 160 C
for 48 hours in 3 mTorr N2.). The 160 C N2-infusion was done on a different cavity
than used for the other three, however, its baseline performance was similar and
was omitted for simplicity. 10% error bars on data points have been omitted.

and may migrate to the niobium substrate, making 800 C degassing unneces-

sary. Regarding the mean free path, it has been shown that the formation of

anti-site defects (wherein a niobium and a tin atom have swapped position in

the lattice) is extremely common at these temperatures [SCP+21]. The anti-site

defects create a short mean free path that is not changed by baking. Finally,

some of these treatments may make changes to the first several nanometers of

material and have material effects that are not relevant in Nb3Sn. It may be the

case that these processes have no similar effect in Nb3Sn cavities.

Decreases in quality factor may be caused by tin depletion in grain bound-
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aries from additional baking. The increased temperature may allow tin in

grain boundaries to migrate further into the material and form low tin con-

tent Nb3Sn. It is energetically favorable to form tin depleted Nb3Sn over stoi-

chiometry Nb3Sn in a niobium rich environment [SCP+21]. Tin diffusion is slow

through Nb3Sn but fast through grain boundaries, causing grain boundaries to

become depleted faster. Tin rich and tin poor grain boundaries have been shown

to cause Q-slope behavior in Nb3Sn cavities [CPT+21]. To successfully (if they

have any beneficial effect in Nb3Sn) 800 C bake or nitrogen infuse Nb3Sn cavities

will likely require the process to be done during the coating treatment for which

we are modifying our Nb3Sn growth furnace to accommodate.

7.6 Evidence of Multi-Gap Superconductivity

Figure 7.8a and 7.8b show the quality factor vs temperature and resistance vs

temperature of a Nb3Sn cavity (in this case, a 2.6 GHz cavity). The R vs 1/T

plot exhibits an unexpected behavior: the low temperature resistance should be

residual dominated (RBCS(T = 2 K) ≈ 10 pΩ) and be flat, but instead has a mild

slope. Figure 7.8b shows a BCS fit applied to the data (as described in sec. 4.6).

At low temperatures we don’t get agreement with the data: the experimental

data has more of a temperature dependence than we expect. Clearly this cavity

has more complicated dynamics than our single-gap BCS model accounts for.

Figure 7.8c shows an extracted temperature dependent surface resistance5.

This plot appears as two straight line regions with a transition between them.

5This was extracted using a tin-depleted model that is discussed below. This curve simply
amounts to subtracting a constant residual resistance, R0, from the data in Fig. 7.8b. Changing
the value of R0 changes the slopes seen in Fig. 7.8c but the same ’two slope’ structure remains.
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(a) The Q vs T curve of a 2.6 GHz Nb3Sn
cavity at 3 MV/m.

(b) R vs 1/T curve of a 2.6 GHz with a
single-gap BCS curve fit.

(c) The temperature dependent component of the resistance vs 1/T.

Figure 7.8: Performance plots of a 2.6 GHz Nb3Sn cavity.
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Figure 7.9: The temperature dependent resistance of several Nb3Sn cavities. No-
tice that all of them present the same ’two-gap’/’two-slope’ behavior.

This is what the sum of two exponentials looks like on a logarithmic plot. Recall-

ing that RBCS(T ) ∼ exp(−∆/kbT ), this suggests that the data could be represented

by the sum of two or more RBCS functions with different ∆s and Tcs. Hence we

will refer to this phenomenon as ’double-gap’ or ’multi-gap’ superconductivity.

In general, all Nb3Sn cavities coated at Cornell show this behavior. Figure

7.9 shows the temperature dependent resistance for several cavities. We can see

that they show the same ’multi-gap’ type behavior.

Understanding the cause of this could help us improve our Nb3Sn cavities.

We noted that standard BCS fitting finds that for a typical Nb3Sn cavity the

BCS-surface resistance (field-independent) is ≈ 8 nΩ at 4.2 K and the residual

resistance is ≈ 8 nΩ at 10 MV/m. Reanalyzing cavity data with a tin-depleted

model (discussed below) we find that the breakdown is ≈ 5 nΩ stoichiometric

Nb3Sn BCS, ≈ 4 nΩ tin-depleted Nb3Sn BCS, and ≈ 7 nΩ residual resistance. This
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suggested that under ideal conditions we could reduce our surface resistance to

a mere 5 nΩ at 4.2 K and achieve quality factors of 5.5 · 1010–a significant im-

provement. In addition to this, the mechanism causing the multi-gap behavior

may also be involved in the quench mechanism.

7.6.1 Models

We investigate three models to explain what we see in the data: a tin depleted

region, fundamental 2-gap superconductivity, and the presence of a normal con-

ducting layer on the surface of the cavity6. We provide details here.

7.6.2 Tin-Depleted Regions

We know that tin-depleted regions can be formed in Nb3Sn and that severely

tin-depleted regions have (relatively) poor superconducting behavior (see Fig.

3.6 and 3.7). There is also experimental evidence of tin-depletion in Nb3Sn cavi-

ties [BPG+15, Hal17, Pos14]. Figure 7.10a shows Energy-Dispersive X-ray Spec-

troscopy (EDS) maps of Nb3Sn cross-sections. These studies find tin-depleted

grains on the surface of the cavity. No grains with more than 3 at. % tin-

depletion were found on the surface, however, this technique is statistically

limited as only a near infinitesimal proportion of a cavities surface area can be

examined (roughly, 100 grains out of 1010). Additional evidence has been pro-

vided by point contact tunneling spectroscopy of Nb3Sn samples from Cornell

University [PGH+20, BPG+15, PLP14]. This technique probes the superconduct-

6These models were investigated in conjunction with S. Ginnett and also reported
in [GPL20].
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ing gap, ∆, at the surface of a material (less than the penetration depth of the

magnetic field). Figure 7.10b shows results from a recent Nb3Sn cavity witness

(a sample coated with the cavity). This technique finds a spread in the super-

conducting gap that could be caused by tin-depletion. This provides a potential

explanation for the observed ’multi-gap’ superconductivity: regions of tin de-

pleted Nb3Sn with a reduced gap.

To examine this we will use a simple model where there are only two Nb3Sn

phases. Most of the cavity will be stoichiometric Nb3Sn with a small portion, p,

being a tin-depleted phase. The model for our surface resistance is,

Rs = (1 − p) · RBCS,∆1(T ) + p · RBCS,∆2(T ) + RResidual (H) , (7.1)

where RBCS,∆1 and RBCS,∆2 are the BCS resistance of the stoichiometric and tin-

depleted regions. There is no obvious double-gap signature in the f vs T data, so

we conduct our double-gap fitting using the R vs T data and use the results from

single gap fitting for the mean free path. Finally, since we cannot independently

measure Tc and ∆we use the dependence reported in [God06].

We choose an at. % tin for the second material then fit the residual resis-

tance and the material ratio using MATLAB’s fminsearch algorithm. Figure

7.11 shows fits of the same cavity data for several different tin depletion levels.

At 23 at. % and above the fits are visibly bad at low temperatures. Assuming

22.3 at. % tin, the cavity shown in Fig. 7.11 has a residual resistance of 8.6 nΩ, a

second gap BCS resistance contribution of 7.5 nΩ and stoichiometric Nb3Sn BCS

contribution of 18 nΩ at 4.2 K. Similar analyses on 1.3 GHz cavities find stoichio-

metric Nb3Sn BCS contribution of ≈ 5 nΩ at 4.2 K.
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(a) Energy-Dispersive X-ray Spectroscopy (EDS) maps of Nb3Sn cross-sections showing
the tin content (normalized over total tin and niobium content). Overlayed is a EDS
line-scan across the region showing the tin content along the line. We can see a tin
depleted Nb3Sn grain in each image. The black region is the cavity vacuum. This image
courtesy of P. Cueva and D. A. Muller, Cornell University and Center for Bright Beams
(CBB).

(b) Point contact tunneling spectroscopy of Nb3Sn samples from the Cornell University
SRF group. Left: Surface map of ∆, the gap, and Γ, the pair breaking parameter (dis-
cussed in the next section). Right: A histogram of observed ∆ and Γ from the surface
scans. This figure was adapted from [PGH+20].

Figure 7.10: Evidence of tin-depletion in Nb3Sn sample produced by the Cornell
University SRF group.
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(a) 20 at. % tin. (b) 22.3 at. % tin.

(c) 23 at. % tin. (d) 24 at. % tin.

Figure 7.11: Fit double gap BCS curves with various assumed tin percentages
for the tin depleted regions. 20 at. % tin and 22.3 at. % tin fit the data well while
23 at. % tin and 24 at. % tin do not.

In general we get good agreement when the tin percentage is less than ≈

23 at. %. This is summarized in Fig. 7.12. This shows the Residual Sum of

Squares (RSS) from the fit and the fit parameters vs the tin-percentage. RSS

is similarly low for all values below 23 at. %. Below this level both the material

ratio and the residual resistance flatten out. These parameters are roughly given

by Rresidual = 8.5 nΩ and p < 1 · 10−3 for this particular cavity.

The small material ratio, p, suggests we are dealing with a small amount of

low tin content material. This can make this very hard to spot using microscopy.
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(a) Fit material ratio and residual resis-
tance versus at. % tin.

(b) Residual Sum of Squares from the fit
versus at. % tin.

Figure 7.12: Fit parameters and goodness of fit versus assumed tin percentage
for a 2.6 GHz cavity.

If we assume that the low tin content material is isolated in single grains, then

we would need to look at thousands of grains before we would expect to find

one. Preparing the material cross-sections needed to do this measurement is

extremely time consuming making their use limited.

One short coming of this model is that there is likely not just two phases of

Nb3Sn, there is likely a continuum following a roughly Gaussian distribution.

The two sets of BCS parameters we extract are really an amalgam of multiple tin-

depleted regions. If the distribution of the tin-depletion were known, it might

be possible to calculate this effective gap. However, we do not need to know

exactly what the gaps are, only that this model can fit the cavity data–suggesting

that tin depleted regions are playing an active role in our Nb3Sn cavities.
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7.6.3 Fundamental Two-Gap Superconductivity

A question one may ask is whether Nb3Sn fundamentally has two gaps (as,

say, MgB2 does [MRYJbA11]). Evidence of two gap superconductivity has been

claimed in [GGB+04], while evidence against it has been claimed in [JZS+14]. As

we have seen, the appearance of a second gap can also be caused by tin-depleted

regions rather than a fundamental phenomenon. Though it is not commonly

accepted that Nb3Sn has a second gap we can use our current machinery to try

such a fitting. In [GGB+04] a gap of 0.4 kbTc is claimed. Figure 7.13 shows a fit

with this second gap. There is reasonable agreement (recalling 10% uncertainty

in Q values). However, the ratio, p, is 1.3 · 10−4. We expect p 0.5 for a double

gapped material (a fraction of the possible crystal orientations). In MgB2 this

ratio has been found to be 0.6 [MRYJbA11]. We find this explanation unlikely

due to the small contribution the second gap makes.

7.6.4 A Thin Normal Conducting Layer

Here we look at a model of a thin (< ξ) normal conducting layer on the surface of

our Nb3Sn. This layer could be a layer NbO or other oxide on the surface. In ad-

dition, a significantly poorer superconductor on the surface could be expected

to have similar behavior (though we have not yet modeled this), such as un-

absorbed tin, or a thin heavily tin-depleted layer of Nb3Sn (potentially created

by over-annealing a cavity [BPG+15]). In all these cases the surface layer can

experience losses, however, for a sufficiently thin material the layer will become

superconducting (through the proximity effect) with a gap worse than that of

the bulk material. In addition to this, the layer can reduce the gap of the un-
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Figure 7.13: Fit fundamental two-gap superconductivity model to R vs T from
a 2.6 GHz Nb3Sn cavity. A residual resistance has been subtracted from the data
to highlight the temperature dependence.

derlying in a region close to the surface. The normal conducting layer can drive

increased losses and could look like a second material with a different gap.

To investigate this we implement a model by by A. Gurevich and

T. Kubo [GK17]. The model we implement assumes a normal conducting layer

of thickness, d, and conductivity, σn
7. The model is only valid when d < ξ. As

noted above, this layer both becomes superconducting through the proximity

effect and suppresses the superconductivity of the underlying superconductor

near the surface. They utilize a Dynes modified BCS [DNG78] resistance model

for the bulk and introduce the Dynes parameter, Γ, which accounts for smear-

ing of the density of states caused by impurities and other aspects of the bulk

material (the Dynes parameter is related to the number of quasiparticle states

7They additionally investigate the case of suppressed superconductivity near the surface that
gradually increases moving into the bulk.
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below the superconducting gap). In our cavities Γ ≈ 0.03∆ (see Fig. 7.10b). They

formulate the Usadel equations for the system and solve them using a quasiclas-

sical green’s function approach [BWB+99]. They arrive at an overall resistance

formula with components solved for separately,

RTotal(T ) = Rbulk(T ) + δR(T ) , (7.2)

where Rbulk is the contribution from the bulk to the surface resistance and δR is

the contribution of the normal conducting layer. This is the degree to which we

will describe their approach here.

We have implemented their formulae and translated parameters into ex-

perimentally relevant parameters. The relevant parameters are dσn (only the

combination of the normal layer thickness and conductivity is relevant in this

model), the contact resistance between the superconducting and normal con-

ducting layer, RB, and the induced coherence length in the normal conductor,

ξn. For details on how to convert the parameters used in [GK17] to experimen-

tal parameters please see [GPL20]. In addition, we add an additional residual

resistance8 term to their formulation in order to fit our data.

The experimental data was fit by assuming a fixed value dσn and fitting for

RB, ξn, and R0. Results of fitting are summarized in Fig. 7.14. We were able to

find good fits to the experiments for a wide range of parameters. In particular,

every value dσn < 1 · 10−3 achieves a good fit to the experimental data. We

8It should be noted that the addition of a Dynes parameter to the superconductivity intro-
duces a temperature independent component to the surface resistance [GK17],

Ri =
2π2µ2

0 f 3σsΓ
2

∆2 + Γ2 , (7.3)

where σs is the conductivity of the superconductor when in the normal conducting state.
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can further restrict the range of reasonable values by noting that ξn should be at

least several atomic spacings (> 1 Å) for it to have any meaning. This restricts

dσn to between 1·10−5 S and 1·10−3 S. Assuming a 1 nm normal layer this puts the

normal conducting material conductivity, σn, between 1·104 S/m and 1·106 S/m–

reasonable values for a conductor. Overall, we can make physically reasonable

fits to the data.

Figure 7.14c shows the difference between a hypothetical cavity with and

without the normal layer modelled here. Similar to the tin-depleted model we

see a decrease in the fundamental BCS resistance of Nb3Sn.

7.7 Summary

We have gathered a great deal of experimental data that can inform us of the

nature of our quench mechanism. We have seen that the quench field is repro-

ducible (14-18 MV/m), temperature independent (below 4.2 K), and frequency

independent (or ’weakly’ dependent). Reaching the superheating field of a large

tin depleted region would show a strong temperature dependence. We expect

multipacting to have a strong frequency dependence (see section 2.2.1) which

we do not see. Our current results appear to rule out these quench mechanisms.

In the next chapter we will explore temperature mapping results that will im-

plicate other mechanisms–particularly the thermal instability of Nb3Sn layer as

important candidates.

We have also seen evidence of a second gap in the material. We cannot

definitively say what causes the second gap, but our models suggest the depres-

sion of the superconducting gap either through tin-depleted regions or thin sur-
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(a) (b)

(c)

Figure 7.14: Fitting results of a normal conducting surface layer model on a
2.6 GHz Nb3Sn cavity. a) Fitted induced coherence length, ξn, and residual re-
sistance, R0, versus choice of dσn. b) Fitted contact resistance, RB, and Residual
Sum of Squares (RSS) after fitting versus choice of dσn. c) R vs T data with nor-
mal conducting layer model fit overlayed. The displayed data is the total sur-
face resistance with (fit) residual resistance, R0, and Dynes parameter induced
residual resistance, Ri subtracted. Additionally plotted is the same model but
without any normal conducting layer showing the large potential decrease in
surface resistance.
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face layers of depressed superconductivity caused by normal conductors or low

Tc superconductors (including tin-depletion) is responsible. Both tin-depleted

grains and thin layers of tin depletion at the surface have been seen in Nb3Sn

samples and seem a likely candidates [BPG+15, Hal17, Pos14]. We will revisit

this in our conclusion with additional evidence that suggests tin-depleted re-

gions/thin layers are responsible.
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CHAPTER 8

DYNAMIC TEMPERATURE MAPPING OF NB3SN CAVITIES

In chapter 5 we introduced temperature mapping and gave an overview of

the design and capabilities of a new high-speed temperature mapping system.

The commissioning of this equipment was done using Nb3Sn cavities and we

can learn a lot about the Nb3Sn quench mechanism by looking at these data sets,

which we do here. We will start by talking about the distribution of heating on

our cavities, then examine temperature jumps and the cavity quench dynamics.

We will conclude by examining thermal models of the cavity wall and looking

at theoretical models of cavity temperature jumps. In particular, the thermal

modeling will implicate thermal instability of the Nb3Sn layer as a major driver

of cavity quench. These models inspire ways to potentially improve the quench

field in Nb3Sn cavities.

We remind the reader that this data should be considered preliminary. Dur-

ing commissioning of the T-map electronics errors were found and failures oc-

curred creating only partial data sets. More detailed studies will be conducted

on Nb3Sn cavities in the future.

A total of 4 Cornell Nb3Sn cavities have received testing with the new tem-

perature mapping systems. Their identification codes are (in chronological or-

der of testing): LTE1-9, LTE1-10, ERL1-4, and LTE1-6. Temperature mapping

during tests of LTE1-9 and LTE1-101 were effected by errors that compromised

most of the T-map data, but have since been resolved (firmware errors and in-

sufficient cooling of the electronics). LTE1-6 was, unfortunately, the victim of a

1These cavities were receiving RF as part of other experiments and the temperature map was
attached to test functioning.
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field emitter that caused a premature cavity quench and is awaiting retesting.

ERL1-4 is a standard coating (see section 3.3) Nb3Sn cavity. This is the cavity for

which we have the most complete data set. Here we will concentrate on results

from the cavity ERL1-4.

ERL1-4 received two days of T-map testing. For both days one DAQ board

had failed (this board is being replaced). On day 1 some of the ADCs were satu-

rated at low temperatures (on the highest resistance sensors). The preamplifiers

in the T-mapping electronics were turned down slightly to prevent this from

happening again. Low temperature tests from day 1 show more ’bad sensors’

in T-maps (white squares with no data). On day 2 an additional DAQ board

failed creating another white rectangle in the temperature maps (the on-board

software simply froze, and the board was easily fixed after the test). We address

these so inconsistencies between operational sensors on temperature maps is

understood.

8.1 Static Temperature Maps

Though we are excited about dynamic measurements we will start by showing

some static temperature maps. This temperature mapping system is more sensi-

tive than those used in the past and could see small temperature rises that were

previously unobservable.

Two static T-maps are shown in Fig. 8.1: one at 4.2 K and one at 1.8 K, both

before the cavity quenched for the first time. Interestingly, both cavities show

significant variation in distribution of heating. At 4.2 K there is more heating

on the upper half of the cavity than on the lower half. This could suggest a
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higher BCS resistance on the top of the cavity. We note that the cavity/T-map

is oriented identically to how it is in the furnace: the top half of the cavity is

further from the tin source, but portions have ’line of sight’ to the tin source.

Additional heating on the upper half cell has been seen before [Pos14]. At 1.8 K

the temperature distribution is more randomized with most channels showing

no heating with the detection limit (15 µK). We could potentially be seeing the

distribution of residual resistance (and ’multi-gap’ material) in this cavity (for

stoichiometric Nb3Sn the BCS resistance is ∼ pΩ at 1.8 K).

Sensor sensitivity adds some complexity to interpreting these results. We

discussed ’sensor sensitivity’ in chapter 5. We quoted a previously found value

the sensor sensitivity is 0.35±0.13 [MK85]–meaning the sensors on average read

only 35% of the wall temperature rise (above the helium bath temperature).

This value was found for thermometers used on niobium surfaces. Changes

in thermal interface resistance (between the thermal grease and the cavity wall

and Kapitza resistance between superfluid helium and the cavity wall) could

change the sensitivity. In addition, small changes in the application the temper-

ature map sensors to the cavity (amount of thermal paste, pressure, etc.) could

also cause changes. It is unlikely that this value is much worse than what was

previously seen and we are likely seeing a true distribution of heating.
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(a) T-map at 4.2 K and 13 MV/m before quench of ERL1-4 (day two).

(b) T-map at 1.8 K and 17 MV/m before quench of ERL1-4 (day one).

Figure 8.1: Static (cavity fully charged) temperature maps of ERL1-4. Note that
poor thermometer contact is made along the equator of the cavity, reducing the
measured temperature.
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8.2 Temperature Jumps

In chapter 5 we briefly discussed experiments by D. L. Hall et al.2 wherein dy-

namic heating was measured at the quench site of a Nb3Sn cavity. These ex-

periments revealed sudden jumps in temperature that were apparently quan-

tized. These we dubbed ’temperature jumps.’ These jumps only occurred

within ≈ 0.5 MV/m of the cavity quench field. The mechanism involved and

its relation to the quench mechanism has been the object of much specula-

tions [PHL+19, Hal17, HCL+17]. We can conduct a similar experiment with our

system on all thermometers at once.

ERL1-4 was cooled to 1.8 K (day one) and the cavity was charged and dis-

charged over a 50 s window while recording the T-map at 25 ksps. The T-map

is triggered when the power to the cavity is turned on. We repeated this pro-

cess many times, gradually raising the forward power—and thus the maximum

field in the cavity—until the cavity quenched. The last iteration before quench

was conducted at ≈ 0.09 MV/m ± 0.01 MV/m below the quench field.

Figure 8.2 shows the temperature rise and fall over time of several ther-

mometers where temperature jumps were observed. Figure 8.3a shows the

temperature rise versus B2. As the cavity is charged a nearly linear (vs the

field strength squared) rise in temperature is seen first which is expected for

Ohmic heating (some curvature is seen due to the field dependent residual re-

sistance). At high fields the temperature suddenly jumps. There are multiple

sizes of jumps seen on single sensors–the larger jumps appear to be roughly

2The author would like to note that he was a participant in these experiments when he was a
young graduate student and had significantly less grey hair. His task was to manually turn on
the power after the temperature recording was started. This task was eventually replaced by an
automation script. The author would still like to think that he is more valuable than four lines
of scripting.
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integer multiples of the smallest jumps seen on the sensor. As the cavity dis-

charged, we see the opposite: the temperature jumps down but there is a hys-

teresis. The jump down appears to be more spread out, but this may be an

aspect of the discharge curve being much steeper than the charging curve at

this fields level combined with the lower sampling rate of the RF power me-

ters (compared to the temperature map). This behavior is similar to what was

described by D. L. Hall et al..

The large jump seen in Fig. 8.3a is likely the sum of multiple small jumps that

happen at the same time. We can see this by looking at the discharge cycle in

more detail. Figure 8.3c shows a charge-discharge cycle of the same sensor, but

this time the forward power is ramped up and ramped down (instead of simple

turned on and off). This gives us a better resolution during the discharge cycle.

We can see that the jump down is clearly made from multiple jumps down–

suggesting that the jump up is also comprised of multiple simultaneous jumps.

Fig. 8.3a also shows that the jumps are occurring at a specific magnetic field.

When the fields are ramped (in only one way) it is not clear if the jumps occur

at a specific magnetic field or at a specific time. The jumps could have occurred

a fixed time after another magnetic field threshold was reached–for instance, a

slowly evolving thermal runaway. By slowing ramping the field we can differ-

entiate the magnetic field magnitude from the time, demonstrating a distinct

onset field.

These temperature jumps were observed at many locations on the cavity.

Figure 8.4 marks all thermometers that saw temperature jumps at 1.8 K. There

at 56 channels in all (and some may be obscured by bad channels)–11% of all

working channels. These jumps are of different heights and some channels con-
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(a) (b)

(c) (d)

Figure 8.2: a, b, c) The temperature change on several thermometers during
the charge discharge cycle. RF power is turned on at 0 s and the cavity takes
≈ 9 s to charge. The power is turned off at ≈ 40 s and the cavity discharges. a) A
≈ 0.5 mK temperature jump is observed at ≈ 7 s. Two smaller ≈ 0.1 mK jumps are
also present but may be difficult to see at this scale. b and c show thermometers
that are adjacent to each other. d) The energy in the cavity during the charge-
discharge cycle.

tain multiple jumps. A histogram of all the surface magnetic fields at which

jumps occur is shown in Fig. 8.5. Jumps were also observed when testing LTE1-

9 and LTE1-10.

Not all temperature jumps are independent: some jumps occur at near-

identical timing on adjacent sensors (see Fig. 8.6). Thermal spread from a single

heat source could be warming multiple temperature sensors. We conducted
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(a) (b)

(c)

Figure 8.3: Temperature versus B2 as the cavity is charged and discharged. a)
The same charge cycle as shown in Fig. 8.2a. b) The same thermometer as a) but
the forward power was ramped up and down to slow the charge and discharge
speed. The jumps appear to occur at the same fields, but the downward jumps
are more pronounced. It can be seen that there are 4 distinct jumps during the
discharge cycle. c) Previous measurements by by D. L. Hall et al..

thermal simulations of the thermal spread from point defects in our system (de-

tailed in section 8.4). We find that at the spacing of our thermometers (≈ 1 cm)

the temperature rise drops to ≈ 5% and should still be measurable by our system

on adjacent sensors (for the larger jumps we see). This shows that some adjacent

sensors are likely measuring a temperature jump from the same source.

The distribution of jumps contains additional peculiarities. In many in-
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Figure 8.4: All channels where at least one temperature jump was observed are
marked in red (ERL1-4).

Figure 8.5: A histogram of the magnetic fields at which temperature jumps oc-
cur in ERL1-4. This magnetic field value does not account for any local surface
magnetic field enhancement that may occur at the jump’s location. Notice that
the number of jumps grows as the field increases.
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Figure 8.6: Temperature versus time of thermometers on board 21. Notice the
jumps that occur at the same time. The jumps on board 21 were only seen when
the cavity quenched–not at the lower field measurements. This may be an arte-
fact of the multipacting quench, but more investigation is needed.

stances sensors adjacent to those that show jumps do not show any jumps. Some

of these channels show no heating (see below), but others do. It is curious that

we do not see jumps on these channels. In addition, there are some locations

with a considerable vertical spread of temperature jumps. One such location

is along column 21 where all the sensors have a jump at the same time (some

channels have additional jumps). This is all in contrast to the measurements by

D. L. Hall et al. where no jumps were seen on sensors adjacent to the quench site

(we note that our thermal modelling–discussed below–of temperature spread

from a jump defect suggests D. L. Hall did not have the temperature resolu-

tion to see the signal of a jump on adjacent sensors). These distributions are not

explained by previous proposals. The vertical spread of heating seen is remi-

niscent of field emission in which electrons impinge on a vertical line (parallel
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to the beamline axis). The distribution of jumps warrants more investigation in

future studies, and we remind the reader that these studies are preliminary.

Some thermometers in the temperature map show very little heating (before

quench and at 1.8 K). This may be a result of a distribution of residual resistance

on the surface or that some sensors have particularly low sensitivity at low tem-

peratures. Low sensitivity sensors may not be able to read temperature jumps

once below the superfluid helium transition temperature. At 4.2 K, where the

helium thermal interface conductance is lower, thermometers read increased

heating and additional channels appear to show temperature jumps. In addi-

tion, after the cavity is quenched, the residual resistance increases and many

thermometers that had previously not read any heating then do. We suspect

that our sensors are working and we merely seeing the distribution of resid-

ual resistance, however, more measurements and analysis are needed to draw a

firm conclusion.

8.2.1 Cavity Quench

Using the new system, we can record the temperature map as the cavity goes

through quench and make videos of the thermal evolution. The author regrets

that the .gif format is not fully supported by paper and directs the interested

reader to [Por20, P+21]–a presentation wherein these videos are reported. Figure

8.7 shows a frame from a T-map video of cavities LTE1-9 and ERL1-4 going

through their first quench (after cooldown). Both quenches take place over ≈

50 ms and at 17 MV/m.

The quench is not localized and is spread preferentially along the equator.

151



(a) LTE1-9 quench at 1.9 K.

(b) ERL1-4 quench at 4.2 K.

Figure 8.7: A frame from a quench T-map video of both LTE1-9 and ERL1-4.
These show what appears to be multi-pacting quench behavoir. The video play
button was left in plot b) to further tempt the reader to watch the videos pre-
sented in this talk [Por20].

The quench did not originate in one spot and spread but turned on across the

entire region. Observation of the timing of temperature spikes across sensors

and quenches (with the same signature) shows a degree of randomness: there is

timing change between sensors and timing change on the same sensor between

different quenches (see Fig. 8.8). In one quench of ERL1-4 the heating signa-

ture was instead concentrated on the equator between columns 5 and 20. The
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(a) (b)

Figure 8.8: Heating on equator sensors of two different multipacting quenches.
The 3 hottest sensors maintain a consistent temperature profile, but below this
there is a degree randomness in the timing and heating of different thermome-
ters. A smaller spike in heating is seen just before the main multipacting quench.
This is a multipacting quench that occurred on another part of the cavity’s equa-
tor.

concentration of heating at the equator, the non-locality of the quench, and the

randomness we believe suggests a multipacting type of mechanism is at play3.

This behavior was not expected based on previous (static) temperature map-

ping. Previous quench maps of Nb3Sn cavities have shown highly localized

quench sites. Here we see the opposite.

Multipacting is often associated with the production of radiation which we

did not detect here. However, this radiation be directed and may have missed

our single sensor. In addition to this, the entire multipacting type quench takes

place over only ≈ 50 ms and we see no indication of multipacting before this.

Since we only record the radiation once per second we could completely miss

the radiation signature in a data recording.

3However, we will point out, no one has ever (until–maybe–now) taken a dynamic temper-
ature map of a multipacting induced quench.
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8.2.2 Quench Site Evolution

After the first cavity quench we continued to record the temperature as the cav-

ity went through additional quenches. Figure 8.9 shows a T-map taken over the

next 32 cavity quenches of ERL1-4 showing the average temperature. We can

see that there are now two quench regions: along the equator, and at a localized

spot in the bottom left.

Time resolved thermometry reveals that the quenches move back and forth

between the two sites. Quenches at the equator show some randomness in lo-

cation and relative heating. The second site, however, has highly reproducible

dynamics: the same location and relative intensities. After the first 33 quenches

the quench site settled on the second, localized site (see Fig. 8.10). The next 100

quenches were recorded and all of them occurred at the second site. A likely

explanation is that we processed the multipacting site and hit a defect at with a

slightly higher field limitation.

This also reveals why the multipacting quench was not previously observed.

The previous temperature mapping system measures a quench map over 100’s

of quenches. Since only a handful of the first few quenches are multipacting we

could only see the second site in these measurements.

8.3 Dynamic Heating at the Second Quench Site

Curiously, while D. L. Hall et al. observed temperature jumps at the (localized)

quench site, we do not. Before the first quench at this location we cannot detect

any temperature rise (< 10 µK). Figure 8.11 shows the temperature at the second
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(a)

(b) (c) (d)

Figure 8.9: a) A temperature map (at 4.2 K) showing the average temperature
while the cavity is quenched 32 times. These are the 2nd through 33rd quenches
of this cavity. Two different hot spots emerge, indicating two quench locations.
b) Shows the transmitted power (proportional to the energy in the cavity) over
time during the measurement. The measurement lacks the time resolution to
gauge whether the peak heights are changing. Two temperature vs time plots
at c) the equator quench region and d) the second localized quench sites. Large
temperature spikes indicate quench at or near the thermometer. Medium height
temperature spikes indicate a quench that is still somewhat near (still on the
equator). We can see that quench is moving between the equator and the hot
spot in the lower left.
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Figure 8.10: A temperature map (at 4.2 K) showing the average temperature
while the cavity is quenched many times. This temperature map was taken
after the cavity had previous quenched 33 times. We see only a single localized
quench site.

quench site during the first quench at this location at 1.8 K. The first quench to

occur here shows a rise in temperature to 40 µK followed by the cavity quench

(the temperature spikes sharply). No dynamics appear. After the first quench at

this site there is considerable heating when the cavity is charged but no jumps

are observed (other than quench–if the cavity is quenched).

This may not indicate that jumps are unrelated to quench. One possible ex-

planation is that the first jump to occur here was large enough to cause the cav-

ity to quench. Thermal simulations (discussed below) suggest that large jumps

are made up of multiple small, nearby jumps (or heating is spread over a large

area). The quench field is determined not by the large jumps we see but the

size of the small jumps. If the first jump here is slightly larger than the others it

would instantly cause the cavity to quench. We are then likely at a state where

other regions are very close to causing quench.
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(a) (b)

(c) (d)

Figure 8.11: Heating at the second quench site during the first quench at this
location at different zoom levels.

8.4 Thermal Modeling of Defects

Heat from the RF surface layer or a defect must travel through several layers of

material before reaching a temperature sensor which obscures the signal. The

issue is schematically shown in Fig. 8.12. Our cavity wall is made up of 3 µm

of Nb3Sn, 3 mm of niobium, and an additional 3 µm of Nb3Sn. In order to un-

derstand what we are measuring we have conducted thermal modeling and

calculations of heat transport in our cavities.
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Figure 8.12: A schematic diagram showing the flow of heat through the Nb3Sn
cavity wall.

A thermal equilibrium4 simulation code was developed to study heat trans-

port in our cavity wall. This code includes many aspects that are unique to

SRF cavities and not included in standard simulation software. This code

includes, applied RF fields generating heat, temperature dependent BCS re-

sistance (and residual resistance), temperature dependent conductivities, and

Kapitza/thermal interface resistance at the helium interface. The model as-

sumes a flat surface with RF fields and vacuum on the inside and liquid helium

on the outside at a temperature Tb.

This code was developed based off of the same method used in the Cor-

nell University SRF group’s HEAT code [Pad83, VXP07], but extended to multi-

layer materials. We use cylindrical coordinates and assume azimuthal symme-

try. This reduces the problem to two dimensions in r and z. We divide the

problem into square mesh cells (of variable size). The method of successive

4Though dynamic simulation would be ideal, very small mesh-cells are required in the thin
Nb3Sn layer while the overall simulation is large. The small mesh cells require a small time
step, ∆t, to be used in order to prevent numerical divergence, while the large dimensions of
the entire problem requires a (relatively) long simulation time to computer. This results in an
exorbitant computation times when run on an ordinary compute (∼ 10 years)–at least when
using the forward difference scheme that we attempted.
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over-relaxation [Had00] is used to solve the problem.

8.4.1 Model Details

We will give a short explanation of the technique [Pad83, VXP07, Had00]. The

technique is explained in my greater detail in appendix A. The heat equation (in

1D) is given by,

∂T
∂t
=

k
ρc
∂2T
∂x2 , (8.1)

where k is the thermal conductivity, ρ is the density, and c is the heat capacity.

We can discretize the problem as,

Tn, j − Tn−1, j

∆t
=

k
ρc

Tn−1, j+1 − 2Tn−1, j + Tn−1, j−1

∆x2 , (8.2)

where ∆t is the time step, ∆x is the position step, and Tn, j is the temperature of

the jth element at the nth time step. We can solve for Tn, j in terms of the Tn−1, j’s.

In vector form we get,

T⃗n = (A − 1)T⃗n−1 , (8.3)

where A is a matrix containing the spatial relations of the Tn, j. At equilibrium5,

T⃗n − T⃗n−1 = AT⃗n−1 = b⃗ = 0 (8.4)
5We note that equation 8.4 does not hold at the boundaries or anywhere that heat is being

added or removed from the system
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There are various schemes for solving equations of this form. We use successive

over relaxation.

For successive over relaxation we solve this equation iteratively (we will

reuse the index n, but it now represents a computational step and is unrelated

to time). We note that we can write A in terms of diagonal, D, lower triangu-

lar, L and upper triangular, U matrices (A = D + L + U). We introduce the over

relaxation parameter ω. In this scheme we iterate this equation,

(D + ωL)T⃗n = ωb⃗ − [ωU + (ω − 1)D]T⃗n−1 (8.5)

In terms of individual components,

Tn, j = (1 − ω)Tn−1, j +
ω

a j j

b j −
∑
i< j

a jiTn−1,i −
∑
i> j

a jiTn−1,i

 (8.6)

There are various sufficient criteria under which this equation will converge to

an equilibrium solution. Choosing the correct 0 < ω < 2 increases the speed of

convergence.

We do not meet any of the known sufficient criteria for convergence. All the

above math only holds if k is temperature independent, which it is not (nicely,

we have lost all dependence on both c and ρ in this scheme and do not need to

consider them at all). There are no known necessary criteria, however. Though

we cannot guarantee convergence if it does converge then we know it is a solu-

tion. In practice we find convergence.

We have made our model more computationally efficient by simplifying the

outer layer of Nb3Sn. Since our layer of Nb3Sn is small we do not expect to see

160



any significant lateral heat flow (this is not true on the inside where microns

of heat flow can significantly change the BCS surface resistance). Instead, we

use an effective interface resistance, κeff to that incorporates both the Kapitza

conductance κLHe and the conductance of the Nb3Sn layer, κNb3Sn,

κeff =
κNb3SnκLHe

κNb3Sn + κLHe
. (8.7)

We quickly summarize additional model details. We use the Kapitza/liquid

helium thermal interface resistance from [VXP07, Lan07], and thermal conduc-

tivities from [KB96, CC64]. The thermal interface resistance between Nb3Sn and

niobium is not known for our material and is ignored. We adjust the critical

temperature of Nb3Sn based on the strength of the ambient magnetic field us-

ing equ. 2.12 and assuming a (T = 0 K) superheating field of 425 mT. When the

material reaches Tc(H) we substitute in the normal conducting resistance and

distribute the heating uniformly through the Nb3Sn layer (the normal conduct-

ing penetration depth we calculate to be ≈ 6 µm.

8.4.2 Thermal Distribution of a Point Heat Source

In order to understand the temperature mapping of smell defects we conducted

thermal simulations to find the temperature distribution of a ’point’ heat source

in a Nb3Sn on Nb system. By ’point’ we mean the heating is distributed into a

3 µm circle and at sufficiently low heating to avoid thermal runaway in Nb3Sn.

Figure 8.13 shows results (at outer wall) from a thermal simulation of a point

heat source (on inner wall) at 2 K and 17 MV/m. The defect is generating

600 µWof heat. This creates a temperature rise on the outer wall of 1.0 mK which
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Figure 8.13: Calculated radial temperature distribution of point thermal defect
in a Nb3Sn cavity as measured from the outer wall. Calculation performed with
a bath temperature of 2 K, 8 nΩ of residual surface resistance, and an accelerating
gradient of 17 MV/m. This defect is generating 600 µW. The temperature rise
from the defect is 1.0 mK. The plot does not go to zero since it includes the
heating from the residual and BCS resistance. The plot does not include the
impact of sensor sensitivity.

falls to only 50 µK, 1 cm away (thermometer spacing is roughly 1 cm).

8.4.3 Thermal Stability of Defects

In chapter 2 we briefly discussed the quench field of a normal conducting inclu-

sion. We want to know how large of a normal conducting region would cause

our cavity to quench–or how much heat a small defect must absorbed. We can

use a simple 1D, single material, model to develop a conceptual idea of the prob-

lem before moving into more rigorous, multi-layer material simulations. We can
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repeat the computation done in [PKH98]6 of spherical normal conducting defect

(half-sphere), but with a temperature dependent thermal conductivity and we

get,

rcrit =
4µ2

0

Rsurf B2

∫ Tc

TB

k(T )dT , (8.8)

where rcrit is the critical radius of maximum normal conducting region before

thermal runaway and Rsurf is the surface resistance of the normal conducting

region. For niobium we find that rcrit ≈ 100 µm and for Nb3Sn we find that

rcrit ≈ 0.5 µm using this equation when B = 75 mT, the TB = 2 K. We have to

make a correction for Nb3Sn since this is much less than the normal conducting

penetration depth (≈ 6 µm) we must integrate over the volume to find the losses,

rcrit =

√
12µ2

0

ρnB2

∫ Tc

TB

k(T )dT , (8.9)

where ρn is the normal conducting resistivity. This equation finds rcrit ≈ 2.3 µm,

suggesting normal conducting defects larger than this could cause thermal run-

away and quench.

The heat this defect produces is 370 µW. This suggests that the maximum

power that can be put into an area smaller than a rcrit ≈ 2.3 µm radius circle is

370 µW without causing some form of thermal runaway at B = 75 mT. Defects

smaller than this (and creating less heating) could still drive a small region of

material normal conducting around themselves.

This calculation is illustrative to show how much more susceptible Nb3Sn

6Equ. 11.7 in text
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can be to small defects due to its lower thermal conductivity. In reality we are

not using bulk Nb3Sn but ≈ 3 µm of Nb3Sn on a niobium substrate (similar to the

critical radius size). The contact with the niobium substrate will further stabilize

the Nb3Sn region on top. In opposition to this, in our calculation we have not

accounted for the increased losses caused by the nearby Nb3Sn warming up. To

fully calculate the stable region, we must use a simulation approach.

Figure 8.14 shows the results of thermal simulations. In these simulations,

for a given normal conducting defect radius (and a Nb3Sn film thickness), we

increased the magnetic field until we found thermal runaway. A 3.0 µm normal

conducting region is found to have a 73 mT quench field, roughly what we find

in our Nb3Sn cavities. This produces ≈ 600 µW of dissipated power. The heating

profile on the outer wall is shown in Fig. 8.13. This defect increases the temper-

ature by 1 mK on the outer wall, just below the quench field. This suggests the

large jumps are either made up of multiple small jumps at different locations,

or the heating is spread over a larger region.

An interesting consequence of the two layer system is that the quench field

is roughly constant from ≈ 4− 100 µm (see Fig. 8.15). Defects larger than 100 µm

would be easy to find with microscopy and we do not find them. We expect

defects to be closer to the grain size (≈ 2 µm in diameter). This size dependence

could explain the narrow range of quench field we see in our cavities.

The thermal simulations show the Nb3Sn is thermally unstable in the face

of defects. Very small defects and relatively small amounts of (concentrated)

heating can cause the material to quench. However, the simulations show how

we can increase the stability of the Nb3Sn region: decrease the layer thickness.

If we decrease the Nb3Sn layer to 1.5 µm the quench field increases to 117 mT ≈
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Figure 8.14: Thermal simulations of the quench field of normal conducting re-
gions. The quench field versus radius of the normal conducting region is shown.
Results are shown for 1 µm, 1.5 µm, and 3.0 µm thick Nb3Sn layers. We see
quench at 73 mT in our cavities which corresponds to a normal conducting re-
gion with a 3.0 µm radius. This produces ≈ 600 µW of heating. With a 1.5 µm
Nb3Sn layer thickness the quench field for a 3.0 µm normal conducting region
increases to 117 mT ≈ 27 MV/m.

27 MV/m without even resolving the underlying defect. We could potentially

use a 1 µm Nb3Sn layer if we can achieve a consistent layer thickness (we want

the Nb3Sn layer to be thicker than several penetration depths everywhere).

8.5 Temperature Jump Models

We will now discuss some potential models for temperature jumps seen in our

cavities.
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Figure 8.15: Thermal simulations of the quench field of normal conducting re-
gions for 3.0 µm of Nb3Sn on niobium, and calculated quench fields of thick
Nb3Sn, niobium only, and niobium with Nb3Sn superconducting parameters
only. At small radii (r < 3 µm) the quench field matches that of pure Nb3Sn. At
large radii the quench field is determined by the thermal stability of the niobium
substrate. The thermal stability at large radii is slightly enhanced over that of
niobium due to the increased Tc.

8.5.1 Vortex Nucleation and Josephson Junction Effects at

Grain Boundaries

Those familiar with Josephson-junctions might find that these temperature

jumps (and thus resistance/voltage jumps) are familiar. Voltage jump behav-

ior is seen in microwave-induced/Shapiro7 steps in Josephson-junctions and in

the presence of magnetic flux [Tin12]. In the case of RF SQUIDs, magnetic vor-

tices may enter the Josephson junction at a critical RF amplitude and experience

hysteretic losses [Tin12]. The temperature jumps in Nb3Sn cavities appear to

7Arrays of non-identical Josephson-junctions in RF fields have been seen to undergo Shapiro
steps at the same time creating giant Shapiro steps [BB91]
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be quantized (reported in [Hal17]) and there is a hysteresis curve as is seen in

Josephson junctions. This suggests a candidate: Tc suppressed grain boundaries

acting as weak links and inducing Josephson junction effects.

Weak link grain boundaries with Josephson junction effects and magnetic

vortex nucleation have been seen in YBa2Cu3O7 and iron-based superconduc-

tors [Gur14a, DEG+11]. Shapiro steps have even been demonstrated in Nb3Sn

showing the relevance of weak link grain boundaries [LF81]. The coherence

length in Nb3Sn is roughly the same as the grain boundary width making

them particularly relevant. The relevance to Nb3Sn SRF cavities was suggested

by D. L. Hall shortly after temperature jumps were observed in Nb3Sn cavi-

ties [HCL+17].

Model 1

A particularly relevant model is presented in [SG17]. This model looks at crite-

ria specifically tailored to SRF cavities and particularly relevant here including

long grain boundaries and short coherence lengths. This model was explored in

relationship to our cavities in [Hal17, H+17a] and we will only discuss it briefly.

In their model once the surface magnetic field exceeds a critical field for the

grain boundary a vortex may enter it. This vortex moves in the grain bound-

ary and remains there during the RF cycle. When the RF field’s sign switches

an anti-vortex may nucleate into the boundary which annihilates with the first

vortex, followed by another anti-vortex. At high fields, Cherenkov radiation

from a moving vortex may evolve vortex-antivortex pairs. The vortex generates

viscous losses as it travels the length of the grain.
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(a) (b)

Figure 8.16: a) Temperature jumps vs B2 that we see in our Nb3Sn cavities. b)
Calculations from a grain-boundary model presented in [SG17]. Similar jump
dynamics are seen in the model. The parameter β is the ratio of J0/Jc, where
J0 is the amplitude of the RF driven current and Jc is the critical current for
vortex entry. We are below the phase-slip region of this plot–in which vortices
transition to a state that is spread across the entire grain boundary.

Figure 8.16 shows calculated loses from this model and our observed tem-

perature jumps. We see that the theoretical model has similar temperature

jumps and the observed hysteresis. The ideal grain boundaries shown in this

equation do not permit large numbers of vortices (outside the ’phase-slip’

regime which we are not in) and only two temperature jumps would be seen

in this simplified model. However, simulations of more realistic grain bound-

aries permit multi vortices [SG17].

Using reasonable values for our grain boundaries D. L. Hall finds that the

heating of one of these grain boundaries to be ≈ 400 µW8 [Hal17]. This is in

reasonable agreement with our thermal simulations for the size of the jumps

we observe and the quench field we find. However, we note that a second vor-

tex could not enter the grain boundary without causing quench. The multiple

8This estimate was based on an equation from A. Gurevich that we could not reproduce and
does not appear in the paper. As such, this estimate should be met with skepticism.
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jumps must come from multiple nearby grain boundaries. In this case quench

likely initiates at a single grain boundary that is slightly worse than the others.

Model 2

Recently, members of the Center for Bright Beam have been working on models

of flux entry and loss at grain boundaries [CPT+21]. This work includes calculat-

ing the critical temperature, Tc, of grain boundaries [KSA20], simulating vortex

entry at grain boundaries using a time-dependent Ginsburg-Landau formula-

tion of superconductivity [Pac20], and calculating the dissipation of magnetic

vortices in a grain boundaries [CPT+21]. This model has been used to explain

the Q-slope seen in early Nb3Sn cavities made by Fermi National Accelerator

Laboratory (FNAL) [CPT+21]. We will discuss this model here.

A. Pack et. al. have been conducting time-dependent Ginsburg-Landau sim-

ulations of magnetic vortex nucleation at grain boundaries in Nb3Sn [Pac20].

The work finds that both bad chemical composition and steep grain boundary

geometries can lead to vortex nucleation at a lower critical magnetic field. In

addition, it is found that a set of magnetic vortices can become pinned in the

Nb3Sn grain boundary without entering the bulk or causing an avalanche of

magnetic vortices. At a higher field (below the superheating field) vortices are

then able to enter the bulk which would result in an avalanche of magnetic vor-

tices and cavity quench (however, these simulations are DC/low frequency and

dynamics might change in RF fields). Frames from simulations are shown in Fig.

8.17. Vortices pinned in the grain boundary was only found when grain bound-

aries had suppressed Tc. We do not see tin-rich or depleted grain boundaries in

Nb3Sn, but other phenomena such as strain can reduced Tc [KSA20, God06].
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Figure 8.17: Frames from a time-dependent grain boundary simulation. We are
viewing a cross-section. The simulations are infinite in the z axis, periodic in
the x axis, and mirrored in the y-axis. The displayed value is the is Ψ, the super-
conducting order parameter. Vortices are seen as blue low semi-circular regions
(low Ψ). Left to right, top to bottom, we see the progression of the system of the
magnetic field is increased. We see vortices enter the grain boundary and be-
come pinned, then eventually nucleation into the bulk. This figure was adapted
from [CPT+21].

These simulations also look at how the grain boundary geometry at the sur-

face impacts the flux entry field. They find steep grain boundary geometries

decrease the field of first flux entry. Figure 8.18 shows a cartoon of how this

works. We can imagine a magnetic vortex as a normal conducting core region

with a vortex of supercurrent around it (even though it is not in the supercon-

ductor yet). It is a higher energy state for the normal conducting core to be in

the superconductor, but a lower energy state for the supercurrent to be in the su-

perconductor. By sitting in a steep grain boundary most of the supercurrent can

be in the superconductor before the normal conductor core enters. This allows

the vortex to gain the energy of the supercurrent entering the superconductor

before it must pay the cost of the normal conducting core entering, reducing the

effective barrier to entry. This makes the worst grain boundary geometry one
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Figure 8.18: A toy schematic of a magnetic vortex sitting in a grain boundary.
The normal conducting core can sit in the grain boundary and outside the su-
perconductor while most of the supercurrent is in the superconductor.

that is roughly the width of the normal conducting core ∼ ξ and deeper than

the width of the supercurrent ∼ λ. In addition to this, we can imagine surface

roughness locally enhancing the magnetic field (discussed in greater detail in

the next chapter). A ’saddle’ type geometry could see both decreased flux entry

field and enhanced surface magnetic fields.

In [CPT+21] they look at the dissipation of magnetic vortices in a grain

boundary. They calculate the drop in magnetic energy from a vortex nucleat-

ing into the grain boundary. During one RF cycle both vortices and antivortices

will be nucleated into the grain boundary and two ’sets’ of vortices and antivor-

tices will annihilate each other during a single RF cycle. They assume that when

vortex-anti-vortex pairs annihilate then the change in magnetic energy is lost as

heat in the grain boundary. They additionally assume that many vortices enter

the grain boundary as possible space by the penetration depth, λ. This gives
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D/λ vortices in the grain boundary where D is the depth of the grain boundary

(and the length of the boundary is 2D). They arrive at an equation for the losses

in the grain boundary [CPT+21]9,

PGB = 4
BΦ0

µ

f D2

λ
, (8.10)

where Φ0 is the magnetic flux quantum, and µ is the permeability of free space .

Using the above model, if we assume a grain boundary depth of 3 µm (a 6 µm

long grain boundary is reasonable) and a surface magnetic field of 70 mT we get

that PGB ≈ 26 µW. This is much less than the heating we expect from the temper-

ature jumps that we see in our cavities (≈ 450 µW). This, in part, may be from

their model not including every possible loss mechanism that can occur in the

grain boundary. Their model looks only at the energy of magnetic vortices and

not how these vortices may impact the supercurrents in Nb3Sn (e.i., Josephson

junction effects). The ’bad’ grain boundaries that we see may be at bad region

of the cavity where surface roughness causes severe surface magnetic field en-

hancement. We could estimate that this increases the losses to ≈ 50 µW. As we

will see in the next chapter, this is not an absurd level of surface magnetic field

enhancement (a factor of 2) in our Nb3Sn cavities. Without additional dynamics

this is far below the observed temperature jumps that we see and not enough to

cause cavity quench at the fields we see, but the model gets the heating within a

factor of 10 of what we see in measurement, which is quite good for a relatively

simple model of the losses.

9We have inserted an extra factor of 4 to represent that 4 sets of vortices are eliminated per
RF cycle where as their work only shows the losses of 1 set per cycle.
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8.5.2 Localized Quench

Under the right set of parameters, we find an interesting phenomenon in our

thermal simulations. The formation of the stable normal conducting region on

the surface of the cavity. This normal conducting region is smaller than the

critical defect size in niobium, but bigger than in bulk Nb3Sn. Essentially, a

local thermal runaway starts in the Nb3Sn layers but is then stabilized by the

higher conductivity of the niobium layer. At a higher field level these regions

also become unstable and undergo thermal runaway.

Figure 8.19 shows a simulation where a small normal conducting region was

formed. We see both a jump in temperature and a hysteresis loop. In this sim-

ulation there was a relatively small defect producing 200 µW in a 0.5 µm sphere

(the thermal conductivity was additionally lower than that used in other simu-

lation we have shown in this work, but within reasonable values for Nb3Sn). At

a critical field this grew into a larger normal conducting region of ≈ 4 µm. Upon

lowering the fields the normal region persisted down to a lower field.

By tuning the values of conductivity and layer thickness a wide variety of

normal sized regions can be found with different temperature jumps, though

the stable regions are on the order of the Nb3Sn layer thickness. We only know

the value of the conductivity to, at best, a factor of two since we have no direct

measurement of it in our cavity. In addition, we see variation in the Nb3Sn layer

thickness on the order of ≈ 500 nm (ignoring the ’thin regions’ that are less than

1 µm).

This result is interesting since it allows temperature jumps to appear regard-

less of the underlying loss mechanism. Any sufficiently large and concentrated
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Figure 8.19: The simulated temperature versus the magnetic field with a small
defect. The magnetic field is raised and lowered. At a critical field we see the
formation of a stable normal conducting region. This region is self-sustaining
once formed down to a lower field level. We see a hysteresis as the field is
lowered. Thermal runaway was found 1 mT above the highest magnetic field
shown here.

loss mechanism can trigger the formation of a small normal conducting region.

Even electron impacts from multipacting type dynamics could trigger this even.

This does, again, show the instability of ’thick’ Nb3Sn layers.

8.6 Summary

Here we have shown the first time-resolved thermometry of Nb3Sn SRF cavi-

ties. These are only preliminary results, but interesting dynamics are already

revealed. Temperature jumps, previously observed only at the cavity quench

site, occur at many places across the cavity surface. Measurements of cavity
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quench show new dynamics. The first cavity quench appears to be some form of

multipacting induced quench. The quench site quickly transitions to a second,

localized quench site. Previous measurements found the secondary electron

yield of Nb3Sn is only slightly higher than that of niobium[AJNK15]. The insta-

bility of the Nb3Sn layer is likely contributing to multipacting causing quench.

We are likely seeing some processing of the multipactor causing a slight increase

in the accelerating gradient of the cavity, but then reaching the quench field of a

localized defect.

A natural course of action might be to cut up the cavity and examine the

quench region using microscopy. This has already been attempted [Hal17]. Fig-

ure 8.20 shows an SEM scan of the approximate quench site of a Nb3Sn cav-

ity. Unfortunately, there is no obvious candidate for quench in the image. The

defects we are looking for are small and may be chemical in nature while the

resolution of our temperature map is, at best, several mm. Finding the defect

this way is a ”needle in a hay-stack” sort of problem and we first need to know

more about what we are looking for.

The dynamics of temperature jumps is more complicated than previously

realized. Models of flux entry at grain boundaries are still tempting, but we see

non-locality of some temperature jumps–identically timed jumps spread over

several cm–that can’t be explained by this theory. Perhaps there is an interplay

between the multipacting type quench and the observed temperature jumps

(e.g. electrons).

We examined models of temperature jumps based on flux entry at grain

boundaries. We find that the model presented in [SG17] gives reasonable re-

sults for what we see in our cavities. The second model we look at has similar
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Figure 8.20: An SEM scan of the (second) quench site of a Nb3Sn cavity as lo-
cated using thermometry. The dark lines of grain boundaries of the niobium
substrate. This figure was adapted from [Hal17].

results, but the losses are too small to account for what we in our cavities. This

is likely from the neglect of Josephson effects in the grain boundaries. Their re-

sults on the nucleation of vortices at grain boundaries are still relevant and show

dynamics that could replicate what we see (the sudden onset of pinned vortices

in the grain boundary causing heating). Their results on the suppression of the

field of first flux entry based on the grain boundary geometry is relevant in our

Nb3Sn cavities where we see relatively large surface roughness.
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In studying the thermal stability of Nb3Sn we find several important results.

We see that thick Nb3Sn layers are (relatively) thermally unstable. We find that

our cavity quench field could be explained by a ≈ 3 µm normal conducting re-

gion. This is on the order of the size of Nb3Sn grains and grain boundaries.

In addition, we find that in the multilayer material we can form small, stable

normal conducting regions. These regions are formed by a smaller underlying

defect creating heat in a small area. This both amplifies the losses caused by the

underlying defect and can explain the temperature jumps we see in our cavities.

Finally, we find the thermal instability could explain the observed small range

of quench fields seen in our cavities.

We found that the film thickness and surface roughness both play an impor-

tant role in cavity quench. By decreasing either of these we could potentially

increase the quench field of our Nb3Sn cavities.
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CHAPTER 9

SURFACE ROUGHNESS

Nb3Sn cavities produced at Cornell have rougher surfaces than conventional

niobium cavities (as seen later, this is true of both BCP and EP niobium over

the length scales that are relevant to the surface magnetic field enhancement).

Previous simulations and calculations have shown that both bumps and pits

in the surface of a cavity can cause local enhancement of the surface magnetic

field [SP08]. If the magnetic field is sufficiently enhanced over a large enough

area it could lower the quench field of the cavity1. In addition, we have seen

that roughness and, particularly, grain boundary geometry can significantly de-

crease the field of first flux entry at grain boundaries.

Here we present both estimates of the impact of surface roughness on the

surface magnetic field (field enhancement), and on first attempts to chemically

polish the Nb3Sn surface. We define the surface magnetic field enhancement

as, γ, as γ = Hrough/Hsmooth, where Hrough is the surface H-field along the rough

surface and Hsmooth is the surface H-field expected in the surface was smooth. We

will detail the techniques used to estimate the degree of field enhancement in

Nb3Sn and compare it to other SRF cavity materials, introduce a useful measure

of quantifying surface roughness, Amplitude Spectral Density (ASD), and we

will show preliminary results from using standard SRF polishing techniques

on Nb3Sn sample: BPC, EP, and oxipolishing. Studies of chemical polishing of

Nb3Sn has also been presented in [Pud20, PKE+18, PKE+17a, PKE+17b, Hil80].

Here we find that some of these techniques are successful in reducing surface

1The increased surface area and changes in local magnetic field could also impact the qual-
ity factor of the cavity, but we find this effect negligible in our cavities. This was also found
negligible in [XKR12].
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Figure 9.1: A surface plot of an AFM scan of a Nb3Sn surface.

roughness but need further optimization before use on cavities.

9.1 Estimating Surface Magnetic Field Enhancement

9.1.1 Method

Atomic Force Microscope (AFM) [BQG86] scans of Nb3Sn (and niobium) sam-

ples are taken to get height map data (see Fig. 9.1). An Asylum MFP-3D AFM

was used with a scanning density of 1024 points on a 20 µm line. Line-scan

segments are taken across multiple scan locations (from 3 scan locations) and

the local magnetic field is calculated. The calculation of the surface magnetic

is done using the 2D finite element code SUPERLANS2 (SLANS2) [MY95]. We

further detail the calculation/simulation process here.

The method of calculation used was based on the work of V. Shemelin and
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Figure 9.2: Vector field plot of the surface H-field at the flat end if a cylindrical
pillbox cavity operated in the TE-111 mode.

H. Padamsee [SP08]. In their paper the surface magnetic fields of pits and

bumps were calculated using SLANS2. This was done by creating a model with

an elliptical bump or rounded pit in the center of the flat end of an otherwise

cylindrical cavity then solving for the magnetic fields in the TE-111 mode. The

TE-111 mode in a cylindrical cavity has an approximately constant, uniform

surface magnetic field in the middle of the circular ends (see Fig. 9.2), making

this location ideal for calculating the magnetic field enhancement in a uniform

field. We wish to know the enhancement in a uniform magnetic field because

the feature sizes are on the order of microns over which the surface field would

be approximately uniform if the surface was smooth. The use of a cylindrical

cavity simply gives us appropriate boundary conditions for solving the electro-

magnetic problem.

Using a full 3D EM simulator proves difficult due to the intricate geometry

and high degree of accuracy needed. The required mesh densities make the sim-
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ulations prohibitively intensive to run on readily available computers. Instead a

2D EM eigenmode solver is used (azimuthally symmetric)–SLANS2. Line-scan

segments were taken through the 3D height data to create segments such as the

one shown in figure 9.3a. This 2D data is given to SLANS2, which solves for the

electromagnetic field assuming this height map data is rotated 360◦ to create the

3D geometry.

The magnetic fields are not truly constant inside the model cavity. In this

mode, the magnetic field decreases when moving transversely towards the cen-

ter of the cavity and when moving radially away from the center. When setting

up the models it was important to ensure the rough geometry remained where

the field is approximately constant. Shemelin and Padamsee [SP08] adjusted

the size of the ellipsoidal bumps while keeping the geometric ratios (height to

width) constant. When the bump penetrated more than 1/80th of the way into

the cavity (end to end), the H-field enhancement factor dropped by 0.01, as such,

our rough patch geometry was scaled 2 so that it did not penetrate this far into

the cavity. Radially, it was noticed that for a smooth cavity the H-field dropped

by 5% when moving out 1/10th of the way from the center of the cavity, as such,

the geometry was scaled so that it did not exceed this. In addition, the rough

patch could not significantly change the electromagnetic fields elsewhere in the

cavity. For all geometries tested with the above conditions, the frequency of the

mode only changed by 0.1% and the electromagnetic fields were unchanged far

from the rough patch.

The height map data could not be directly input into the SLANS2 geometry.

Doing so would command SLANS2 to linearly interpolate the points, creating a

2The surface H-field enhancement factor in a uniform H-field is independent of the scale of
the feature and only depends on the relative geometry [Kub14]
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(a)

(b)

Figure 9.3: a) An AFM height map used for simulating surface H-field. b) The
field enhancement found for the height map shown above.
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geometry with sharp spikes. Instead, smooth curves are needed. The only curve

available in SLANS2 is an elliptical arc. To input the geometry an algorithm

was written to interpolate the height map data using ellipses. This algorithm

was written so that the interpolated line appeared to be a reasonable estimate of

geometry (no wild oscillations between data points), but the algorithm did not

minimize the curvature. This could bias the results since the H-field enhance-

ment is dependent on the curvature of the geometry.

The mesh density was optimized by increasing the mesh density until the

improvement was not considered worth the detriment of smaller simulation ge-

ometry. Unfortunately, SLANS2 has a maximum number of mesh cells/points

that can be used. Increasing the mesh density limits the maximum length of

line-scan segment that can be simulated, potentially reducing the accuracy. Den-

sities of 1, 2, 4 and 6 mesh cells per data point were tested. In general, the field

enhancement increased everywhere with increasing mesh density. Going from

4 to 6 increased the field enhancement by approximately 0.01. Increasing to 6

mesh cells would reduce the maximum length of sample that could be simu-

lated, and it was decided that 4 mesh cells was optimal.

To choose the line-scan segments studied, a procedure was established to

pick segments: A cross section was taken through an AFM map; a flat spot near

the average height of the sample was chosen as the starting point; another flat

point was chosen that was 1.5 to 3 µm away (the furthest point was chosen if

available). This was done to try to keep the samples as randomized as possible

within the restraints of the computation. The ≈ 3 µm upper limit was chosen

because longer segments could not be computed in SLANS2. 10 line-scan seg-

ments were chosen this way for each sample from 3 different scans. For the
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’baseline’ Nb3Sn sample the average length of a segment was 2.24 µm.

9.1.2 Impact of Surface Roughness

The magnetic field enhancement was computed by taking the ratio of

surface magnetic fields at the same radial component, r (e.i., γ(r) =

Hrough(r, h(r))/Hsmooth(r, 0), where h(r) is the height at r of the rough surface). This

ratio was taken along the surface H-field line through r = 0, where the surface

field best estimates surface fields inside real accelerator cavities. The result is

shown in Fig. 9.3b for one rough patch.

The H-field enhancement factor of all mesh cells in the rough patch of all 30

line-scan segments is histogrammed in figure 9.4. This histogram is weighted

for the arc length of the mesh cell. The mean of the distribution is (0.958 ±

0.011(stat)). 10% of the points are over 1.2, 5% of the points are above 1.29 and

1% of the points are above 1.45. We will use the 1% value as a measure of

the severity of magnetic field enhancement seen on a surface when comparing

surfaces. This local magnetic field enhancement could enhance heating from

defects and lower the effective activation field of defects.

In addition to magnetic field enhancement we can also use our data to mea-

sure the impact on Q. To calculate the enhancement of the quality factor
∑

H2 ds

(where ds is the arc length) was computed over the rough region (or equiv-

alent region on the smooth geometry) for the rough and smooth geometries

and the ratio of the two was taken. This assumes that no location surpasses

the critical field and becomes normal-conducting3. Figure 9.5 shows an (un-

3As discussed by Knobloch et al. for Niobium cavities [KGPL99], if fields are high enough
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Figure 9.4: Histogram of relative area with a certain surface magnetic field en-
hancement factor of Nb3Sn.

weighted) histogram of the Q-factor enhancements for all 30 line-scan segments.

The weighted (by length) mean of the distribution is (1.038± 0.010(stat)). This is

an overall negligible effect on the quality factor (as we expected [XKR12]).

9.2 Characterization of Surface Roughness

To continue our discussion of surface roughness we need a good way to com-

pare the roughness across samples. Surface roughness is often quoted in terms

of Ra, the arithmetic mean deviation of the surface heigh in the scan. This sim-

ple method has two draw backs: it is dependent on the size of the scan area,

and it gives no information on the length scale of the roughness. The magnetic

that some enhanced regions start to go normal-conducting then the quality factor will begin to
drop, making roughness effects important.
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Figure 9.5: Histogram of quality factor enhancement of the samples simulated.
The weighted (by length) mean of the distribution is (1.038 ± 0.010(stat)).

field enhancement of a bump (roughness) depends on its height, thickness and

width [Kub14] making any single number characterization of the roughness in-

appropriate. This is because a large amplitude bump that rises slowly will con-

tribute far less to the surface magnetic field enhancement than a smaller am-

plitude bump that rises sharply. In addition to this, chemical etches may pref-

erentially favor certain spatial-frequency (one over length units) bands when

reducing roughness. To better characterize the surface roughness, we have

adopted an ”Amplitude Spectral Density” (ASD) approach based off Power

Spectral Density (PSD) characterizations of surface topography. This charac-

terization has been used heavily in optics and microelectronics and was applied

to niobium surfaces by C. Xu et. al. [XTRK11] on which we base our approach.

In this approach, we take the Fast Fourier Transform (FFT) of each line of

our AFM scan and take the average of the absolute value for each spatial fre-
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quency, fλ. ’Spatial frequency’ is given by, fλ = 1/λ, where λ is the wavelength

of the component in the sinewave decomposition of the heightmap. Though the

process is defined using spatial frequency we will display our plots using the

wavelength. If we had an infinite scan size and sampling rate, we would re-

ceive an amplitude density. Instead, we receive discrete frequencies and ampli-

tudes. We assume that the spectrum is continuous between points and rescale

the values to be a density (in frequency) by multiplying by the square root of

the scan size. The ASD is related to the arithmetic mean deviation roughness

by Ra =

√∫
ASD2d fλ =

√∫
PSDd fλ. The advantage of ASD here is that height

is more readily relatable to the magnetic field enhancement (γ ≈ height/width),

making it easier to locate on which length scale the roughness matters the most.

In particular, where ASD/λ is maximal is roughly the worse contribution to the

magnetic field enhancement.

There are still several corrections that need to be applied to get the true ASD.

Any roughness components with wavelengths larger than the scan size will be

spread out over all the frequencies in the FFT, increasing the measured rough-

ness and possibly skewing the plot. To correct for this and remove the low fre-

quency components, the heightmaps are deskewed [XTRK11]. In this process a

3rd order polynomial is fit to, then subtracted from each line in the AFM scan (see

Fig. 9.6a). After this process, it is assumed that the largest wavelength compo-

nent is compromised, and it is ignored. The second issue is that frequency com-

ponents exist in that height map that are in between FFT frequencies. Again,

these components will be spread over the FFT frequencies, skewing the data.

To correct for this we apply a Tukey window function (see Fig. 9.6b) [XTRK11].

This smoothly reduces the heightmap at the edges to remove the mismatch at

the ends caused by frequency components that do not perfectly divide the scan
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size.

One correction that we do no apply is anti-aliasing. We have ignored this

because the AFM we utilize already applies anti-aliasing and because high fre-

quency components have a very small amplitudes and are unlikely to skew the

data.

Finally, the ASD from scans of multiple samples were averaged and the stan-

dard deviation was calculated based on the three (or more) scans.

As an example, we can use this technique to compare niobium and Nb3Sn

surface roughness. Figure 9.7 shows the ASD before and after coating of a sam-

ple that was BCP’d before coating and one that was EP’d before coating. At

short length scales the roughness is determined primarily by the coating pro-

cess rather than by the substrate roughness. On longer scales substrate rough-

ness and coating process determine roughness.

Earlier we stated that ASD/λ is related to the surface magnetic field enhance-

ment (as a rough estimate). Figure 9.8 shows a plot of this value for a Nb3Sn

sample. The most severe range for magnetic field enhancement occurs in the

1-5 µm range. This is on the order of the Nb3Sn grain size–a result of the rough-

ness developing during material growth (discussed in chapter 10). Since this is

the most important range for magnetic field enhancement we will show ASD

only up to 10 µm in subsequent plots.
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(a)

(b)

Figure 9.6: Corrections to heigh map data for ASD processing: a) The polyno-
mial correction applied to a height profile. The polynomial is fit to the height
map, then subtracted from the height map. b) The Tukey window function ap-
plied to a height profile (already polynomial corrected). Note that the profile
falls to zero at the edges after the Tukey window function is applied.
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Figure 9.7: ASD of samples before and after coating for different pre-treatments.
We see a significant difference between Nb3Sn and niobium below 10 µm show-
ing where the growth process has increased the surface roughness. Above 10 µm
we see that the substrate roughness contributes most of the surface roughness.
One standard deviation error bars are shown by dotted lines.

9.3 Chemical Treatments

Chemical polishing are commonly applied to niobium SRF cavities to create

smoother surfaces. We discussed common techniques in section 4.2: Buffered

Chemical Polish (BCP), Electropolishing (EP), and oxipolishing. Since we al-

ready have the facilities and chemicals to attempt these techniques, we can ap-

ply them to Nb3Sn as a first attempt. Here we show the results. We start by

describing our technique for each sample and showing the effect on the surface

roughness. We will then look at the chemical composition after the treatment4.

Additional work on chemical post-treatments have been reported by U. Puda-

saini [Pud20].
4Some of this work was done by H. Hu and is reported in [HLP19].
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Figure 9.8: ASD/λ of a Nb3Sn sample. This acts as a rough estimate of the mag-
netic field enhancement. This suggests that the 1-5 µm wavelength range is the
most relevant for surface magnetic field enhancement.

9.3.1 Roughness Reduction

Buffered Chemical Polish

The first BCP test was done with a standard 1:1:2 solution for 30 s at room tem-

perature (typical etch rate of 1 µm/min). The treatment significantly reduced the

roughness, however, after the etching there appeared to be spots where bare

niobium was showing suggesting most of the Nb3Sn layer was destroyed. The

destruction of the surface layer was confirmed through Energy Dispersive x-

ray Spectroscopy (EDS) measurements showing little tin signal on the surface.

The typical etch rate of this solution is considered to be 1 µm/min for niobium,

however, this number is an average etch rate during long BCP treatment. It has

been found that the etch rate is much faster at the start of the process and slows
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down over time [Zha14]. This fast initial etch rate (possibly) combined with the

different material gives us too fast an etch rate to be controllable.

To slow the etching rate and make the reaction more controllable, a 1:1:8 BCP

mixture was created and used to etch samples. Samples received 15 s, 30 s, 75 s,

and 150 s of etching. The samples were weighed before and after etching, sug-

gesting that the removal rate was ≈ 800 nm/min. Figure 9.9 shows the change in

ASD for the 75 s (≈ 1 µm removal), and 150 s (≈ 2 µm removal) treated samples

(the 15 s and 30 s are not shown). All the treatments showed an negligible re-

duction in surface roughness–even with almost the entire removal of the Nb3Sn

layer.

Figure 9.9: ASD plots for comparing untreated and BCP treated Nb3Sn samples.
One standard deviation error bars are shown by dotted lines.
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Electropolishing

A standard niobium EP solution (1:9 of HF (48%) to H2SO4(96%)) was used for

electropolishing. During EP a voltage is applied across the sample and a cath-

ode and current is produced. The characteristic of the resultant current is key

to the success of the process. Oscillations must be seen in the current or polish-

ing will not take place [Zha14]. To find the correct area for polishing (instead

of just etching) an I-V curve was produced. Figure 9.10 shows the mapped

out curve which has the expected functional form [Zha14]. Current oscillation

were seen from ≈ 1.3 V to 2.2 V. A voltage of 1.4 V as chosen for electropolish-

ing of samples. Using the oxidation and reduction reactions at the anode and

cathode and the density of Nb3Sn an etch rate of 13.5 nm/min per mA/cm3 was

determined [HLP19].

Figure 9.10: I-V Curve for room temperature electropolishing. Current oscil-
lations were found from ≈ 1.2 V to 2 V–showing the ’polishing regime.’ The
plotted current is the average current at the voltage.
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One Nb3Sn sample was electropolished at room temperature using the above

setup with an estimated 1.4 µm of material removed5. The ASD of this sample is

shown in Fig. 9.11. A statistically significant reduction in the surface roughness

is seen from ≈ 2 µm to 6 µm wavelength range–which is of particular important

to Nb3Sn surface magnetic field enhancement. The surface roughness is reduced

by roughly a factor of 2. In theory, the maximum achievable surface roughness

reduction of electropolishing with this much removal is a factor of 4 [Wag54].

Figure 9.11: ASD comparing surface roughness of an unpolished and an elec-
tropolished Nb3Sn sample. One standard deviation error bars are shown by
dotted lines.

Oxipolishing

The most successful of the techniques we have tried has been oxipolishing. Sam-

ples received 6, 15, and 24 passes of oxipolishing (30 V) which is estimate to

5Additional EP Nb3Sn samples were reported in [PFH+17], but were not in the polishing
regime of the I-V curve (no oscillations) and did not show surface roughness reduction.
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Figure 9.12: ADS of Nb3Sn samples that received different amounts of oxipol-
ish. Approximate amount of removal listed. BCP niobium is also shown for
comparison. One standard deviation error bars are shown by dotted lines.

remove 200 nm, 500 nm, and 800 nm of material respectively. Figure 9.12 shows

the ASD for this treatment. The 24 pass oxipolish managed to half the surface

roughness over a wide range of wavelengths with only 800 nm of material re-

moval.

We posit that this surface roughness reduction should halve the magnetic

field enhancement and can calculate it again as we did in section 9.1. A normal-

ized histogram of the oxipolished Nb3Sn (24 passes) surface field enhancement

results is shown in Fig. 9.13 along with the unetched Nb3Sn results. For the

oxipolish Nb3Sn, 10% of the points are over 1.08, 5% of the points are above 1.15

and 1% of the points are above 1.21. This is less than half the magnetic field

enhancements found for unetched Nb3Sn where 10% of the points are over 1.2,

5% of the points are above 1.29 and 1% of the points are above 1.45.
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Figure 9.13: Histogram of relative area with a certain surface magnetic field
enhancement factor of unetched and oxipolished Nb3Sn.

The oxipolish histogram has a center of 0.914±0.007(stat) while the histogram

of the unetched sample has a center of 0.958±0.011(stat). Having an average less

than 1 is not unexpected as sharp peaks with a large surface magnetic field can

depress the magnetic field over a large area, lowering the mean value of the

enhancement factor. It is interesting that the oxipolished histograms center is

less than the unetched samples’ center. This could be due to unaccounted for

systematic errors in our analysis but could also be caused by etching changing

the shape of the surface. If we shift the oxipolish histogram to have the same

center as the unetched histogram, then 1% of the points are above 1.25.
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9.4 Microscopy and Chemical Composition

Scanning Electron Microscopy (SEM) and Energy Dispersive x-ray Spectroscopy

(EDS) was used to further examine the samples. This reveals additional details

of the resultant surface including topological and chemical composition. We

will show only SEM backscatter scans. In this scan mode darker regions sug-

gest flat, horizontal (with respect to the ’vertical’ electron beam) surfaces while

light regions suggest slopes–often seen at the edges of material grains. The bot-

tom of ’sharp’ pit will appear dark while the top of a sharp spike will appear

light. In addition to this, changes in brightness can imply changes in material

composition or the charging of an insulated material–the latter we do not expect

to see here. EDS analysis has both a lateral and depth spread to the measure-

ment. In the data shown we are using a 15 keV electron beam for which we

expect a penetration depth of ≈ 1 µm in Nb3Sn. If the material changes during

the penetration depth, then the chemical composition found will be a combina-

tion of the two layers. SEM is a qualitative technique while EDS will give us

quantitative chemical information.

SEM scans of the 1:1:8 BCP samples are shown in Fig. 9.14. After the 150 s

BCP treatments the surface looks like a moonscape of craters. We suspect that

the 150 s BCP treatment has removed most of the Nb3Sn revealing the struc-

ture of the Nb-Nb3Sn interface. Only small chunks of Nb3Sn remains. EDS

analysis finds that the tin to niobium ratio has dropped significantly, support-

ing the hypothesis that the layer was mostly removed. The sample that re-

ceived the 75 s BCP appears to show a mix of ’crater’ like topology and regu-

lar Nb3Sn grain structure. EDS analysis of this sample reveals the surface to

still be stoichiometric–suggesting at least ≈ 1 µm of Nb3Sn remains. The 150 s
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(a) (b) (c)

Figure 9.14: SEM (backscatter) scans of Nb3Sn samples showing changes from
BCP treatments. a) 10 × 7.5 µm scan of unetched Nb3Sn. b) 20 × 15 µm scan of a
sample after received 75 s of BCP. c) 20 × 15 µm scan of a sample after received
150 s of BCP. A 1:1:8 BCP solution was used.

BCP treatment confirms that our 1:1:8 BCP treatment does not achieve rough-

ness reduction with almost the entire layer removed and needs modification to

be useful on Nb3Sn.

Figure 9.15 shows SEM scans of the EP sample. Of particularly interest is

that on the 100 µm scan large ’white’ region are visible. These spots of numerous

across the surface. These appear to be regions of much thicker and roughness

Nb3Sn, suggesting that these regions were not etched/polished. This may sug-

gest that small hydrogen bubbles formed on the Nb3Sn surface in these locations

and suppressed etching. This is seen in EP of niobium cavities but on a larger

scale. EDS analysis reveals the light sections to be 23.5 at. % tin while the dark

areas are 4 at. % tin. This suggests that the dark areas are only ≈ 200 nm and

we significantly underestimated our etching rate–or the coating on this Nb3Sn

sample was particularly thin.

Figure 9.15 shows SEM scans of the oxipolished sample. Though we find a

stoichiometric film, we find some residue on the surface. It is reported in HF

and oxipolishing attempts on Nb3Sn in [Pud20, P+19] that extended HF rinses is

associated with the production of residue on the surface. In addition, Hf rinses
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(a) (b) (c)

Figure 9.15: SEM (backscatter) scans of a Nb3Sn sample showing changes from
EP treatment. a) 10 × 7.5 µm scan of unetched Nb3Sn. b) 10 × 7.5 µm scan of the
EP sample. c) 100 × 75 µm of the EP sample. Note the large white portions on
the scan where the material appears to be thicker. EDS analysis reveals these
sections to be 23.5 at. % tin while the dark areas are 4 at. % tin.

(a) (b) (c)

Figure 9.16: SEM (backscatter) scans of a Nb3Sn sample showing changes from
the oxipolishing treatment. a) 10×7.5 µm scan of unetched Nb3Sn. b) 10×7.5 µm
scan of the sample that received 24 passes of oxipolish. c) 2.5 × 1.875 µm scan of
the sample that received 24 passes of oxipolish. Note the visible residue.

have been reported to degrade performance [Pos14].

9.5 Summary

We have seen that our Nb3Sn surface is significantly rougher than that typically

used in niobium SRF cavities. This can significantly increase the local magnetic

field and potentially limit the accelerating gradient in the cavity (directly, or by

making other defects worse/activate at lower accelerating gradients). Reduc-
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ing the surface roughness is potentially a relatively easy route to increasing the

accelerating gradients in Nb3Sn cavities.

One way to approach reducing the surface roughness of Nb3Sn cavities is

chemical polishing. We presented preliminary investigations of standard chem-

ical polishing used on niobium cavities. The best results were found for oxipol-

ishing with excellent polishing results (halving roughness with 1 µm of material

removal), but visible (under SEM) residue on the surface. Appropriately opti-

mized EP is also a good candidate. Using a simple EP setup, we did see surface

roughness reduction, but only by a factor of two after removing almost the en-

tire surface layer. We have not seen good results from a BCP technique, and this

would likely require significant investigation.

One potential problem of chemical techniques that we have not investigated

is their impact on surface chemistry. We have seen in our work in section

7.6.4 (and elsewhere in the SRF world [PRG+20, Man20]) that the first several

nanometers of material can have a significant impact on the final SRF perfor-

mance. Unfortunately, the EDS techniques we use are insensitive to the near

surface. In elemental materials maintaining the chemical composition of the

surface is relatively simple (this might sound trivial but oxides, adsorb layers,

and interstitials can be changed). In compound materials it is much harder to

maintain proper surface chemistry: you may end up with several nanometers

of off-stoichiometry Nb3Sn or even a layer of elemental niobium or tin. As we

noted, surface residue and degraded RF performance after an HF rinse has been

seen [Pud20, P+19, Pos14]. Perfecting chemical techniques to maintain surface

chemistry is worthwhile but will likely require expertise in chemistry that is

beyond that of the author.
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We will instead continue by pursuing a second route to smoother Nb3Sn:

optimizing material growth to create a surface that is smoother. Though we

did not bring attention to it, Fig. 9.7 shows the roughness of samples before

and after coating with Nb3Sn and reveals that roughness–in the relevant length

scales/λ–does not come from the substrate but from the growth of the Nb3Sn.

We will investigate growing smoother Nb3Sn (among other things) in the next

chapter.
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CHAPTER 10

NB3SN MATERIAL GROWTH

We have identified several potential limits to the performance of Nb3Sn SRF

accelerator cavities, but the question remains: what do we do to correct them?

We looked at chemical polishing in the last chapter to control surface rough-

ness, but another promising area is to modify the material growth process to

grow smoother films to start with. We can apply this to all deleterious de-

fects/features in our cavities and see if we can prevent them from forming. To

this end, we have been studying the growth of Nb3Sn with the Centre for Bright

Beams (CBB) [SCP+21, S+21b, S+19b, S+19a, KSA20, LAH+17, H+17b]. The un-

derstanding of material growth allows us to determine how defects likely grow

and how to modify the growth process to suppress them. Additional work in-

vestigating Nb3Sn material growth has been reported in [P+19, SPR+20, Pud20].

We will start by looking at sample studies done to investigate the growth pro-

cess. We will supplement this with theoretical and calculated results and make

hypotheses of how some of our defects form. Finally, we will put together how

to suppress two issues we have identified: roughness and tin-depleted regions.

It must be understood that the work presented below is a amalgam of work

done by multiple researchers and credit should not be given to the author in

isolation1. This work was is also based on previous work from the Cornell Uni-

versity SRF group [Hal17, Pos14]. In addition, we will need to refer to calcula-

tions or research that has not been published by those who conducted the work.

1We would like to acknowledge all those who contributed to this work as CBB collaborators
or undergraduate researchers: T. Arias, Z. Baraissov, P. Cueva, J. Ding, D. L. Hall, H. Hu, M. Kel-
ley, D. Liarte, M. Liepe, J. T. Maniscalco, D. Muller, J. Sethna, N. Sitaraman, Cornell University;
R. Farber, S. Sibener, C. Thompson, S. Wilson, University of Chicago; R. Hennig, University of
Florida; S. Posen, Fermi National Accelerator Laboratory.
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We cannot publish their work so we will have to suffice referring to this unpub-

lished work.

10.1 Material Growth Studies

We will start by looking at a sample-based material growth study. The principle

of this experiment is simple: grow Nb3Sn on samples, but stop the growth pro-

cess at certain points in the process, turn off the furnace, and examine the sam-

ples with microscopy2. This investigation was started by D. L. Hall [Hal17]. We

have expanded on this work with more samples and TEM + EDS microscopy on

sample cross-sections3. These cross-sections illuminate the growth dynamics.

The study was started with a particular interested on how anodization of

the sample before coating prevents the formation of ’thin regions’ in Nb3Sn

coatings. These regions are comparatively large (≈ 10 µm compared to ≈ 2 µm)

Nb3Sn grains that are only ≈ 300 nm thick [Hal17]. The interaction of the ox-

ide layer with the system provides important information and we will continue

to look at both anodized (≈ 100 nm Nb3O5) and samples with only their native

oxide (≈ 3 nm).

We will look at 10 (2 samples at 5 temperatures) of these samples in here.

Figure 10.1 shows a toy model of the growth process temperature curve and

shows the temperature of the samples that we will look at. We will look at

samples just after the 500 C nucleation step, at 3 temperatures during the ramp

2This is not a perfect representation of the growth stage for several reasons: continued dy-
namics during cooldown (potentially even phase changes), solidification of liquids, and changes
in oxide layer. We expect these changes to be small and we can still gain a lot of qualitative in-
formation.

3The microscopy of cross-sections presented here was conducted by P. Cueva under the su-
pervision of D. Muller at Cornell University.
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Figure 10.1: Schematic of the Nb3Sn tin diffusion growth process with sample
’stop’ temperatures marked. The plot begins with the 500 C nucleation step.
We will look samples that are stopped after nucleation, 800 C, 875 C, 950 C, and
1120 C.

to coating temperatures, then one at the start of the ’full temperature’ coating

process. At each of these temperatures we will look at an anodized and a native

oxide sample.

Before we look at the samples we would like to make several notes about

the process of acquiring TEM and TEM-EDS cross-sections scans to make the

results easier to interpret. The cross-sections are created by using a Focused

Ion Beam (FIB) to cut out a section of the sample (’lift out’). After processing

the cross-section is ≈ 50 nm thick. To protect the sample during this procedure

a layer of platinum is sputtered on top. This platinum layer is still visible in

some of the TEM cross-sections (in particularly in Fig. 10.4e). We have oriented

all cross-section images so that the niobium substrate is at the bottom and the

’cavity vacuum’ is at the top. EDS scans are shown overlayed on the TEM im-

age. The EDS maps are calibrated to Sn/(Nb + Sn) to allow the stoichiometry
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Figure 10.2: The phase diagram of the binary Nb-Sn systems. The A15 struc-
ture is favorable from 18 to 25 at. %. The inset shows a low-temperature phase
diagram depicting a change in crystal structure. The Nb3Sn + Nb6Sn5 region
and the 930 C transition to Nb3Sn + Sn liquid are highlighted for reference. This
image was adapted from [God06] which in turn was adapted from [CC64].

to be observed. TEM-EDS has a limited resolution that is roughly the sample

thickness–making the stoichiometry of thin layers of material difficult to ascer-

tain. Selected-Area Electron Diffraction (SAED) can be used to look at the crystal

structure of materials in the TEM cross-section, allowing us to find A15/Nb3Sn

areas below the resolution of EDS and investigate crystal structure and grain

orientation elsewhere.

Figure 10.3 shows SEM scans of all 10 samples. We will note several im-

portant aspects here before going into more detail below. After the nucleation

step we see many small clumps on the surface. These are tin nucleation sites

on the surface. We see that there appears to be much more of these tin sites on

the surface of the anodized sample. At the 800 C state large tin rich structures
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are seen on the surface. By the 875 C step these crystal have broken down into

sub crystals. These tin rich structures have gone through a phase transition to

Nb3Sn (and tin). This is indicated as a transition at 930 C in the phase diagram

(see Fig. 10.2), but the temperature may be slightly lower. In addition, the phase

diagram in Fig. 10.2 represents Nb-Sn phases in bulk material and we may find

different behavior in thin films. At the 950 C we also see grains on most of the

surface that appear to be Nb3Sn grains. Finally, at the top of the growth curve

we see a familiar Nb3Sn structure (but with smaller grain sizes). We will now

look at cross-sections to gain more insight into the growth mechanism.
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(a) Native: 500 C. (b) Anodized: 500 C.

(c) Native: 800 C. (d) Anodized: 800 C.

(e) Native: 875 C. (f) Anodized: 875 C.

(g) Native: 950 C. (h) Anodized: 950 C.

(i) Native: 1120 C. (j) Anodized: 1120 C.

Figure 10.3: SEM scans of the layer growth samples. The left side had only the
native oxide before the Nb3Sn growth process while the right side was anodized
to have a ≈ 100 nm oxide.
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(a) Native: SEM. (b) Native: TEM.
(c) Native: TEM-EDS.

(d) Anodized: SEM. (e) Anodized: TEM.
(f) Anodized: TEM-EDS.

Figure 10.4: Microscopy of the post-nucleation samples. a) and d) highlight the
’kind’ of area the cross-section was taken through but are not the actual location
and are only for reference. b) e) show TEM cross-sections. c) and f) show TEM-
EDS maps. Images b, c, e, and f courtesy of P. Cueva and D. A. Muller, Cornell
University and Center for Bright Beams (CBB).

Figure 10.4 shows TEM cross-sections and TEM-EDS scans of post-

nucleation samples. On both the samples we see a tin-rich substance on the

surface (SAED reveals this to be an amorphic crystal structure). These are not

100% tin but have niobium components–possibly a mix NbSn2, Nb6Sn5, and tin–

showing movement of niobium up into the nucleation sites. We see the presence

of another structure on the surface of the native oxide sample. SAED shows this

to have an A15 structure, indicating the presence of Nb3Sn. There are two differ-

ent grain orientation on the surface with a grain boundary directly beneath the

nucleation site. In the pre-anodized sample the dynamics are much the same

but we can see a ≈ 30 nm oxide layer still on the surface. Nb3Sn is growing

both above and below the oxide layer (the niobium is likely both diffusing up-

ward from the bulk and being absorbed from the oxide layer as the oxide breaks

down).
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(a) Native: SEM. (b) Native: TEM.
(c) Native: TEM-EDS.

(d) Anodized: SEM. (e) Anodized: TEM.
(f) Anodized: TEM-EDS.

Figure 10.5: Microscopy of the 800 C samples. a) and d) highlight the ’kind’
of area the cross-section was taken through but are not the actual location and
are only for reference. b) e) show TEM cross-sections. c) and f) show TEM-
EDS maps. Images b, c, e, and f courtesy of P. Cueva and D. A. Muller, Cornell
University and Center for Bright Beams (CBB).

Figure 10.5 shows TEM cross-sections and TEM-EDS scans of 800 C samples.

On both the samples we see we see a large tin rich structure, likely a mix of

Nb3Sn + Nb6Sn5 (see Fig. 10.2). This structure is amorphous. Again, we see

significant movement of niobium into the tin nucleation sites and Nb3Sn on the

surface. On the native oxide sample, we see relatively flat Nb3Sn. It is two

grains with a grain boundary beneath the tin rich structure. The area between

tin rich structures is characterized by these (relatively) large epitaxial/single

crystal Nb3Sn. By contrast the pre-anodized sample has larger tin rich structures

and many smaller and rougher Nb3Sn grains on the surface.
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(a) Native: SEM. (b) Native: TEM.
(c) Native: TEM-EDS.

(d) Anodized: SEM. (e) Anodized: TEM.
(f) Anodized: TEM-EDS.

Figure 10.6: Microscopy of 875 C samples. a) and d) highlight the ’kind’ of area
the cross-section was taken through but are not the actual location and are only
for reference. b) e) show TEM cross-sections. c) and f) show TEM-EDS maps.
Images b, c, e, and f courtesy of P. Cueva and D. A. Muller, Cornell University
and Center for Bright Beams (CBB).

Figure 10.6 shows TEM cross-sections and TEM-EDS scans of 875 C samples.

As noted above, we see the large tin-rich nucleation sites transition into Nb3Sn

by this temperature. The Nb3Sn layer is thick enough that TEM-EDS has suffi-

cient resolution to see the tin to niobium ratio in the middle of the regions. We

can see that the Nb3Sn is stoichiometric in the middle. It is tempting to interpret

the TEM-EDS scans as showing tin depletion near the niobium substrate, but

the resolution is not enough to say this conclusively. In between the tin nucle-

ation sites we see similar behavior to the 800 C samples: large Nb3Sn grains on

the sample with only the native oxide, and multi-grain Nb3Sn on the sample

that was pre-anodized.

At temperatures beyond this Nb3Sn grain continue to grow, and we get our

familiar structure. As the coating process continues, we get a thicker film with
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larger grains. As Nb3Sn grains grow the depth of their grain boundaries (rela-

tive to the peak height of the grain) increases and surface becomes rougher. As

previous mentioned, we form large, thin grains on the samples with only a na-

tive oxide layer but do not see them on the samples that were anodized. Cross-

sections of thin regions (see Fig. 10.7 below) shows little growth through these

large grain areas and large amounts of growth around grain boundaries. Thick

film Nb3Sn growth has been shown to be dominated by tin diffusion through

grain boundaries [Hil80]. The observed growth supports this.

We summarize some key growth takeaways from this experiment:

• More tin nucleation sites are present on pre-anodized sample and more tin

is present on the surface.

• Early growth is dominated by niobium diffusing up and tin diffusing

down (and niobium absorbed from the decomposing oxide layer).

• Later growth is dominated by tin diffusion through grain boundaries4.

• Nb3Sn forms early in the growth process–during the 500 C nucleation step.

– Large, possibly epitaxial Nb3Sn grains form between tin nucleation

sites on the samples that have only their native oxide.

– Many small Nb3Sn grains form between tin nucleation sites on the

pre-anodized samples (as we will discuss below, this disrupts the for-

mation of thin film regions).

In addition to these, Density Functional Theory (DFT) calculation by

N. Sitarman et. al. examine the formation energies of Nb-Sn com-

4This is further supported by unpublished calculations by N. Sitaraman of the diffusion
speed of tin and niobium through Nb3Sn.
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pounds [SCP+21]. A key takeaway from this calculation is that in a niobium-rich

environment (such as ours here) at high temperatures it is energetically favor-

able to grow tin depleted Nb3Sn by taking tin from stoichiometric regions. The

only things preventing the formation of tin depletion are excess tin and the slow

diffusion rate of tin and niobium through bulk Nb3Sn (kinetically limited). This

has two important implications: we will form tin depleted regions if we entirely

run out of tin, and any Nb3Sn that exists far (∼ 10 nm) from a grain boundary

(including the niobium substrate boundary and vacuum boundary) will remain

at its current stoichiometry unless the sample is annealed for a very long time

(≈ days).

10.2 Defect Formation

We will now discuss qualitative models of how several types of defects form.

10.2.1 Formation of Thin Regions

We will start with thin grain regions since these were a large motivating factor

in beginning this study. Figure 10.7 shows a TEM cross-section of the edge of

a thin film region and an SEM of a thin region is shown in Fig. 10.3i. We have

seen that after nucleation we have Nb3Sn on the surface. With only the native

oxide layer on the surface we form large single grain crystals. We suspect that

these are result of epitaxial growth on the niobium. Measurements by J. Lee et.

al. find thin regions (on a single niobium grain) all have the same grain orienta-

tion [LPM+18]. This suggests that they are the result of epitaxial growth on the
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Figure 10.7: TEM cross-section of the boundary between a thin grain region and
an ’ordinary’ multi-grain region.

niobium substrate and supports our hypothesis that our Nb3Sn growth on ’na-

tive oxide’ samples is epitaxial. The multigrain Nb3Sn formed at tin nucleation

sites will grow and disrupt many of these single grain regions, but with limited

nucleation site some of these large single grain regions will survive. These re-

gions remain thin because the diffusion of tin and niobium through bulk Nb3Sn

is much slower compared to the diffusion of tin through grain boundaries. Not

having grain boundaries, they grow relatively slowly and remain thin. In short,

there are three factors at play that contribute to the formation of thin regions:

epitaxial Nb3Sn growth, relatively rare nucleation sites, and the slow diffusion

of tin and niobium through Nb3Sn

Anodizing the film before coating introduces several factors that reduce the

chance of forming a thin region. The growth of Nb3Sn on the oxide layer dis-

rupts the epitaxial growth (especially considering that the oxide is amorphous),
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creating many small grains. The oxide may also act as a temporary barrier, pre-

venting growth on the niobium surface before large amounts of tin are present.

In addition, we get many more tin nucleation sites when using an anodized

substrate which help disrupt any epitaxial regions from becoming large. We

can also create samples without thin regions by increase the tin flux on the sam-

ple [Hal17]. This supports that increased tin nucleation sites can also disrupt

the formation of thin regions, but anodization has multiple components that

reduces the likelihood of forming thin regions.

10.2.2 Sub-surface Tin-Depletion

Figure 10.8a shows a type of defect that we have seen in Nb3Sn samples: a tin

depleted region in a Nb3Sn grain. Though the one we show here is deep enough

that we do not expect it to affect performance there may be those close enough

to the surface that they impact performance. In addition, if chemical polishing

was applied to such a sample, it might reveal these tin depleted regions and

reduce the performance.

We present a model of how this kind of defect forms5. We expect tin depleted

regions to form at any point when we run out of free tin during the growth

process. Figure 10.8b presents a toy plot of the amount of free tin available

in the system during growth. We suspect that in the ’regular’ growth process

we run out of excess tin during the temperature ramp from ramp from 500 C

to 1120 C and/or during the early coating process (when growth is faster and

using more tin–whereas growth is further diffusion limited later in the coating

process). During this period, we grow tin depleted Nb3Sn at the Nb-Nb3Sn
5This model was suggested by N. Sitaraman and is presented in [SCP+21]
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(a) (b)

Figure 10.8: a) EM-EDS of a Nb3Sn sample. A pocket of tin depleted Nb3Sn
is seen in the middle of a Nb3Sn grain [H+17b]. b) A toy model plot of the
tin availability in our growth furnace during the growth process. Tin depleted
regions may form at any point where we run out of tin (in this example, during
the ramp from 500 C to 1120 C). a) Images provided courtesy of P. Cueva and
D. A. Muller, Cornell University and Center for Bright Beams (CBB). b) This plot
provided curtesy of N. Sitaraman.

boundary. Eventually the tin supply catches up and excess tin is available again,

but a considerably thick layer of tin depleted Nb3Sn has formed. Tin will begin

to ’fill in’ this area, but the center of the region is now far from the nearest grain

boundary and filling in the middle is diffusion/kinetically limited. Though the

edges of the tin-depleted region can ’fill in’ with tin, the center is never ’filled

in’ during our coating process.

To prevent these tin depleted regions it is best to find a process where we

never run out of free tin. This may include a shorter nucleation time, more

SnCl2, and ramping up the tin heater earlier to increase the flux of tin. Unfortu-

nately studying these tin depleted regions is almost impossible as they require

FIB lift outs to look at that are time consuming and statistically limited (due to

the time-consuming nature of the measurement we cannot do many). Another

option might be to chemically etch away the first 1 µm of the Nb3Sn layer to
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expose these pockets and then looking for the regions using SEM maps. This re-

quires a chemical etching/polishing technique that we are confident won’t itself

change the surface chemistry.

10.2.3 Near Surface Tin-Depletion

Our investigation of the ”double gap” observed in R vs T plots (in section 7.6)

suggests the presence of tin depleted regions on/near the surface of our cavity.

We expect these to form in the same way as sub-surface tin depleted regions

discussed above, but that we run out of tin at a different time. We suspect these

come from running out of excess tin early in the process when the first 100 nm

are forming: during nucleation or early part of the ramp from 500 C to 1120 C.

The solution to this is similar: a shorter nucleation time or increased SnCl2. In-

creasing the temperature of the SnCl2 source may also allow more tin to settle

on the surface of the cavity. Using a lower cavity temperature during nucleation

may also be beneficial. Calculations by N. Sitaraman find that the different ox-

ide structure that exist at lower temperature could increase the amount of tin

deposited on the surface.

10.2.4 Surface Roughness

These growth studies give us certain ways to limit the roughness of our Nb3Sn

layer. The easiest way is to grow a thinner Nb3Sn layer. We see that the longer

the cavity is coated for the larger Nb3Sn grains become and the rougher the

surface becomes. The dependence on the surface roughness on film thickness
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has been shown in [P+19, SPR+20, Pud20]. Simply growing 1 µm instead of 3 µm

of Nb3Sn will significantly reduce the surface roughness. We will revisit this

assertion in the conclusion.

We can also reduce the surface roughness by improving the uniformity of

the nucleation. We see in our growth studies that niobium moves up into the tin

nucleation sites. These sites eventually become Nb3Sn that has ’risen’ above the

surface. These early tin sites remain in the Nb3Sn structures all the way through

the process, contributing to roughness. This is best seen in Fig. 10.3h. Very large

tin nucleation sites may create additional roughness. Increasing tin flux earlier

in the process may improve uniformity and decrease roughness, but it could

similarly create large tin droplets on the surface if not done carefully.

10.3 Summary

Through layer growth studies we have learned a great deal about how Nb3Sn

forms. This has given us paths to suppress several types of defects that have

been implicated in Nb3Sn performance limitations: thin film regions, tin de-

pleted regions, and surface roughness. This knowledge also forms a base to

help mitigate any future defects that are discovered in Nb3Sn SRF cavities.

An interesting area of further development is looking at how SnCl2 interacts

with the oxide layer. It has been shown that SnCl2 reacts with the niobium

oxide on the surface and that different characteristics of the oxide film may play

a role [S+19a]. The oxide has many parameters that can be changed. There are

several crystal structure that exists in the 100 - 500 C range and there may be

an optimal oxide form. In addition to this, the oxide can have many chemical
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groups in and on the surface that may change the reaction rate (for instance,

OH− groups). Careful design of this surface oxide may prove extremely useful

to getting good Nb3Sn films.

Another promising area of research is that of tin electroplating on niobium

which is being pursued by Z. Sun [S+19c, S+19b]. In this process a layer of tin is

electroplated onto a niobium substrate that is then heated to create Nb3Sn. This

could potentially create a perfect ’nucleation’ process with a flat and uniform

’nucleation’ of tin. Avoiding the formation of tin depletion is simply a matter of

reducing the time the sample is heated for. This could create very good Nb3Sn

if perfected.
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CHAPTER 11

CONCLUSION

We have set out to determine the cause of pre-mature cavity quench in

niobium-3 tin (Nb3Sn) SRF accelerator cavities. We have created new diagnostic

equipment, gathered a large amount of experimental information, commented

on and developed models for cavity quench, and investigated how to grow bet-

ter Nb3Sn that might improve the quench field. In this chapter we will sum-

marize the key results from these chapters. We will then pull together these

results and suggest a route to improved Nb3Sn cavities. Using these results,

we have developed a new coating technique. We will present preliminary re-

sults from this new coating process that has managed to suppress the second

gap phenomenon we see in our cavities. Finally, we will comment on future

development and the outlook of Nb3Sn SRF cavities.

11.1 Experimental Equipment Development

We have developed two fantastic new tools for investigating SRF cavity perfor-

mance: a dynamic temperature mapping system and the Cornell High Pulsed

Power Sample Host Cavity (CHPPSHC).

The dynamic temperature mapping system is a first of its kind system that

is capable of taking temperature maps of SRF cavities at 50 ksps while achieving

extremely low noise (as low as 15 µK). This system can reveal new dynamics

and will be key to studying the quench mechanism of Nb3Sn cavities. More

broadly it will increase the understanding of dynamic losses in SRF cavities and

help identify issues with niobium, Nb3Sn, and any other new materials. This
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system is fully functional and has been used to make measurements of Nb3Sn

cavities.

The CHPPSHC is an exciting tool for testing the ultimate quench field of new

SRF materials. This system accepts a small sample of a material and is used to

find the quench field of the material in RF fields. The system is optimized so

that RF fields rise quickly, and the ultimate quench field can be reached. The

system can reach the superheating field of current SRF materials in mere mi-

croseconds. This will allow us to test the true field limit of Nb3Sn and quickly

test the quench fields of new material Nb3Sn formulations. Beyond Nb3Sn this

cavity can be used to test new materials without have to make an entire cavity.

The CHPPSHC has been fabricated and commissioning will begin before the

end of the year.

11.2 Experimental Results

11.2.1 RF Cavity Tests and Analysis

We have conducted RF testing on various RF cavities and have learned much

about the quench field. We tested the temperature dependence of the quench

field and manufactured a new high frequency (> 1.3 GHz) cavities to test the

frequency dependence of the quench field (among other things). We summarize

three key results that give us information about the quench mechanism, limiting

possible defects,

• There is a small range of typical quench fields: 14 MV/m to 18 MV/m
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(59 mT to 76 mT).

• The quench mechanism is temperature independent from 1.8 K to 4.2 K.

• The quench mechanism is not strongly frequency dependent.

In addition to this, our cavities show a multi-gap behavior in the BCS surface

resistance. This implies that superconductivity is somehow being suppressed.

We investigated models including tin depleted regions and normal conducting

surface layers. Both models fit the data well. Though both models are possible,

we have yet to find a normal conducting layer on the surface of our Nb3Sn cav-

ities while we have seen lightly tin depleted grains and thin surface layers of

tin depleted Nb3Sn in TEM-EDS cross-sections. The simulations show that the

tin depleted regions make up ≈ 0.1% of the surface so it is likely that we simply

have not seen more severely tin depleted regions using microscopy. Measure-

ments shown below further supports the hypothesis that this multi-gap behav-

ior is caused by tin depleted regions. These regions increase the resistance of

our Nb3Sn cavities.

11.2.2 Temperature Mapping

We have shown the first time-resolved thermometry of Nb3Sn SRF cavities and

took videos of cavity quench. We imaged the first quench of a Nb3Sn cavity

and saw dynamics that look like a multipacting induced quench. After several

quenches there was a transition to a second quench site. This second site was

a single localized quench site, as has been seen in older quench maps of Nb3Sn

cavities.

221



Temperature jumps, previously observed only at the cavity quench site,

were seen at many locations on the cavity. We examined models of tempera-

ture jumps based on magnetic flux entry at grain boundaries. We find that the

model presented in [SG17] gives reasonable results for what we see in our cav-

ities. Though the model presented in [CPT+21] does not provide enough heat-

ing (in its current form) to account for the temperature jumps we see, it gives

qualitative agreement with the dynamics we see. Still, the model is within an

order of magnitude of what we expect which still makes it a promising candi-

date. The model also replicates temperature and frequency independence that

we see, making it an excellent candidate. In addition, this model implicates

grain boundary geometry and surface roughness as contributing factors to cav-

ity quench. These explanations both imply that a thinner, less rough Nb3Sn

layer would reduce the impact of grain boundaries on cavity performance and

potentially increase the quench field.

Using a thermal simulation we examine heating, temperature jumps, and

thermal stability in our Nb3Sn cavities. We see that thick Nb3Sn layers are (rel-

atively) thermally unstable. We find that our cavity quench field could be ex-

plained by a ≈ 3 µm normal conducting region. In addition, we find that in the

multilayer material we can form small, stable normal conducting regions. These

regions are formed by a smaller underlying defect creating heat in a small area.

This both amplifies the losses caused by the underlying defect and can explain

the temperature jumps we see in our cavities. The thermal instability also ex-

plains our small range of quench fields. For a normal conducting region in the

range of 4 to 100 µm in radius we find roughly the same quench field of 60 to

68 mT. Only once defects become smaller than ∼ grain size will quench field

start increasing (assuming the defect is not lossier than a normal conducting
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region of the same size–which might not be true). We would only expect very

bad coatings to have defects worse than a 100 µm region of normal conduct-

ing material–in which case we would likely see something using microscopy–

explaining the small spread of achieved quench fields. This also explains the

apparent temperature independence: increasing the bath temperature only de-

creases the ’maximum defect size.’ Assuming we are well below this, we would

not see a temperature dependence below 4.2 K. This implies that simply reduc-

ing the Nb3Sn film thickness could substantially increase the achievable quench

field. Reducing the Nb3Sn thickness to 1.5 µm could potentially increase the

quench field to ≈ 27 MV/m without addressing the underlying defect.

11.2.3 Surface Roughness

We have shown that our Nb3Sn surface is significantly rougher than that typi-

cally used in niobium SRF cavities. This can significantly increase the local mag-

netic field and potentially limit the accelerating gradient in the cavity (directly,

or by making other defects worse/activate at lower accelerating gradients) and

lower the barrier to magnetic vortex entry at grain boundaries. Reducing the

surface roughness is potentially a relatively easy route to increasing the acceler-

ating gradients in Nb3Sn cavities.

We examined standard chemical treatments used to polish niobium cavities.

We found good preliminary results from electropolishing and oxipolishing. Ox-

ipolishing managed to halve the surface roughness with only 1 µm of material

removal. Still more studies are needed to see if these treatments have deleteri-

ous effects on the surface chemistry (the first several nm) and we continued by
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focusing on growing smoother Nb3Sn.

11.3 Material Growth

We showed results from a material growth study and discussed theoretical cal-

culations of Nb3Sn growth. This research was conducted with the Center for

Bright Beams (CBB) collaboration. Our key takeaways from these sample stud-

ies are,

• More tin nucleation sites are present on pre-anodized sample and more tin

is on the surface.

• Early growth is dominated by niobium diffusing up and tin diffusing

down (and niobium absorbed from the decomposing oxide layer).

• Later growth is dominated by tin diffusion through grain boundaries.

• Nb3Sn forms early in the growth process.

• Large, possibly epitaxial Nb3Sn grains form between tin nucleation sites

on the samples that have only their native oxide.

• Many small Nb3Sn grains form between tin nucleation sites on the pre-

anodized samples.

• Niobium and tin diffusion through bulk Nb3Sn is slow.

• It is energetically favorable to form tin depleted Nb3Sn in the absence of

free tin.

• Changing the stoichiometry of Nb3Sn far from grain boundaries (>∼

10 nm) is a slow process (∼ 1 hour) at our coating temperatures due to slow

diffusion of niobium and tin through Nb3Sn.

224



From this understanding we suggest methods to suppress the formation of

performance impacting defects:

• Tin depleted regions: Ensure we never run out of tin during the growth

process. This can accomplished through the use of anodization, increased

SnCl2, a shorter nucleation step, and increasing the temperature of our tin

source heater earlier in the process.

• Surface roughness: More uniform nucleation and growing thinner films.

We can easily reduce our film thickness from 3 µm to 1 µm by shortening

the coating time. By increasing our tin flux, we might create a more uni-

form nucleation layer. Luckily, this requires the same modifications as for

preventing tin depleted regions.

In addition to this, we have provided an explanation of how anodization pre-

vents the formation of thin film regions and improves nucleation.

11.4 How to Increase the Accelerating Gradient of Nb3Sn Ac-

celerator Cavities

In the above section we have summarized potential mechanisms contributing to

the cavity quench, but what is the quench mechanism? We see a multipacting-

type quench and a localized quench in our temperature. We expect equator

multipacting to have a frequency dependence, but do not see an increase in the

quench field in high frequency cavities. A possible way to reconcile this is that

we have hit two quench mechanisms that lie at almost the same field at 1.3 GHz:
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the beginning of the multipacting band, and a second quench mechanism that is

frequency independent. Since we have not done temperature mapping on high

frequency Nb3Sn cavities we don’t know what type of quench occurs there, but

we may not see the multipacting quench. A recent Nb3Sn cavity from CBB col-

laborator S. Posen achieved increased accelerating gradients (we will discuss

this in more detail below) [PLS+21]. In testing this cavity, they experienced mul-

tipacting that had to be processed to get to higher accelerating gradients. This

supports that we are seeing two close together (in onset field) quench mech-

anisms. The transition between quench sites was from processing of a multi-

pactor that slightly increased the accelerating gradient to the point that another

defect caused quench.

Even without detailed knowledge of the quench mechanism we can say that

the thermal instability of the Nb3Sn layer heavily contributes to the premature

cavity quench. The poor thermal conductivity creates a feedback effect near de-

fects: the heating raises the temperature, which increases the local surface resis-

tance, which increases the hearing. This makes defects ’worse’ than they would

otherwise be. In this scenario it is much easier to cause the cavity to quench. In

this thermally unstable regime, it is easy for small heat sources/defects to cause

thermal runaway. The energy could come from flux entry and heating at grain

boundaries (localized quench), from electron impacts (multipacting quench), or

other source.

Unlike in niobium, in Nb3Sn our thermal simulations find almost no dif-

ference in the quench field of a normal conducting defect in going from 2 K to

4.2 K (unless the defects are much larger than we expect). In addition, for a

wide range of defect sizes we get the same quench field–potentially explaining
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the small range of observed quench fields. Still, these defect does not perfectly

match our measurement frequency dependence. Based on the frequency scaling

of the normal conducting resistance, our thermal simulations suggest that if the

quench field of normal conducting region at 1.3 GHz is ≈ 18 MV/m it would drop

to 15 MV/m at 2.6 GHz and to 13.5 MV/m at 3.9 GHz. To make this thermal model

work we would still need a frequency independent underlying defect (such as

vortex entry at grain boundaries). Still these thermal simulations suggest that

decreasing the thickness of our Nb3Sn layer is an easy change that can improve

the thermal stability of Nb3Sn to defects and multipacting.

We have also seen that surface roughness can play a role in cavity quench in

multiple ways. Local magnetic field enhancement can decrease the ’activation’

filed of a defect and increase the losses of a defect. We have seen that a poor

grain boundary geometry can lower the first field of vortex entry. This makes

reducing surface roughness reduction a great target for improving quench field.

We have detailed two goals: decrease the film thickness and reduce the sur-

face roughness. Though it may not be related to the quench mechanism, we can

also attempt to improve the stoichiometry of our Nb3Sn and remove the ’multi-

gap’ behavior. Using our knowledge from layer growth studies we can design

a new coating procedure to accomplish this. We propose these changes to the

coating process:

• Anodize the cavity. We need this to both improve nucleation and prevent

thin grain regions that would be detrimental when combined with a thin-

ner coating.

• Maximize the temperature of secondary/tin heat source at the start of the

process (this also raises the temperature of the SnCl2 but by how much is
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not known). This will help avoid running out of tin during the growth

process.

• Skip the pause at the nucleation step and continue directly to the coating

temperature (as fast as the furnace can be safely ramped). Again, we do

this to add tin to the surface as quickly as possibly to prevent tin depleted

sites, and hopefully, create more uniform nucleation.

• Reduce the coating time to achieve a thinner film. We suggest a 45 min

coating time as a first try. This should create a 1.5 µm Nb3Sn layer in our

growth furnace.

11.4.1 Suppression of Multi-Gap Superconductivity in a

Nb3Sn Cavity

We have used the above method to create a new Nb3Sn cavity. The coating tem-

perature profile is shown in Fig. 11.1. Upon removing the cavity from the coat-

ing furnace, we could see that it was ’shinier’–implying a decrease in surface

roughness. A picture of the cavity is shown in Fig. 11.2. Analysis of a sam-

ple coated using the same coating profile found a strong decrease in the surface

roughness. Figure 11.3 shows the ASD of this sample compared to our standard

coating. The roughness is significantly decreased in the 2 to 6 µm range, slightly

more than halving at the 4 µm wavelength.

RF testing results are shown in Fig. 11.4. An exciting result is that we have

seen the disappearance of the multi-gap behavior. Figure 11.4a shows the BCS

resistance acquired from fitting a single-gap BCS model. We usually find the

BCS resistance (when using a single-gap fitting algorithm) to be ≈ 8 nΩ at 4.2 K.
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Figure 11.1: The coating temperature profile of the new coating. The secondary
heater is turned on and allowed to warm up for 2 hours, then the cavity temper-
ature is ramped up to 1120 C. When the tin source reaches 1350 C we hold the
tin source at there for 45 min then turn off the secondary heater. We wait 1 hour
for the cavity to anneal at 1120 C then turn of the main heater.

We find that the BCS resistance at 4.2 K is a mere 3.5 nΩ in this cavity. The energy

gap was similarly improved, found to be 2.28 · kbTc compared to be ≈ 2.12 · kbTc.

This is a fantastic performance improvement that implies that 1.3 GHz Nb3Sn

TESLA elliptical cavities could (theoretically) be made with a Q of 7.8 · 1010 at

4.2 K. A cavity of this performance would be ≈ 5 times more efficient than the

best performing niobium cavities.

We did see an increase in residual resistance in this cavity. Optical inspection

reveals small (≈ 0.5 mm across) ’white spots’ on the interior cavity surface (bot-

tom half cell only). We suspect that these are either large thin/patchy regions of

Nb3Sn, or a large drop of tin (during nucleation) that created a large, rough, and

complicated Nb3Sn surface. Unfortunately, we cannot investigate these objects
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Figure 11.2: Left: The new Nb3Sn cavity. Right: A standard coating Nb3Sn
cavity. Note that the new cavity it is shinier suggesting a smoother surface.

without destroying the cavity. These types of regions are both associated with

increased residual resistance. For a next coating run we will likely pause at a

nucleation temperature of 400 C for several hours in hopes that we can improve

nucleation and avoid these defects.

Unfortunately the cavity quenched at 14 MV/m. Temperature mapping (and

radiation production) revealed this to be a multipacting quench. Prior to test-

ing this cavity, the vertical test insert suffered a helium leak into the ultra-high
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Figure 11.3: ASD of a sample coated with the same process as the new cavity
coating. There is a statistically significant reduction in the surface roughness in
the 2 to 6 µm wavelength range.

(a) (b)

Figure 11.4: RF testing results from the new cavity. a) Q vs E at 4.2 K. The cavity
quenched from a field emitter at 14 MV/m. b) The fit BCS-resistance of the new
cavity coating versus temperature (1/T ). There is no longer any apparent ’multi-
gap’ behavior. The BCS resistance at 4.2 K is 3.35 nΩ (at 3 MV/m). Note: this plot
includes data at temperatures above 4.2 K.
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vacuum region. This caused electrical discharges/arcing that created debris.

The insert was disassembled and cleaned but there is still an increased chance

of debris/dust being present in the system and causing a field emitter. This is

likely not the ultimate quench of this cavity. The cavity has been cleaned and is

awaiting a retest wherein, hopefully, it will reach a higher accelerating gradient.

Recently1 Center for Bright Beams (CBB) collaborator S. Posen coated a cav-

ity at Fermi National Accelerator Laboratory (FNAL) that achieved a 24 MV/m

accelerating gradient [PLS+21]. This cavity coating included some similarities

to ours: increased tin heater temperature early in the process, a thinner Nb3Sn

layer (≈ 1 µm), and a smooth, shiny surface (Ra = 63 nm vs Ra = 94 nm for our

improved cavity2). Though the coating profiles are not identical this suggests

our cavity might see similar improvement. Our work here also offers a poten-

tial explanation as to why this cavity has improved performance compared to

historic coatings.

11.5 Future Outlook

This is an exciting time for the development of Nb3Sn SRF accelerator cavities.

Nb3Sn achieves high quality factors at 4.2 K operation and usable accelerating

gradients. We have reached the point where Nb3Sn is already appropriate for

some accelerator projects. We might see the first Nb3Sn accelerator projects

started in the next decade. We are already seeing the early development of

cryocooled Nb3Sn cavities [SHL+20, DPG+20, CCPR20] and Nb3Sn SRF electron

1This was done before we created our cavity or our suggested growth process changes.
2Ra is used in the referenced text.
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guns3. The development of small scale Nb3Sn based accelerators represents not

just an improvement to current technology, but the development of a whole

new branch of accelerators that advance other fields and industries. We may see

these Nb3Sn based accelerators employed in road construction, medicine, water

treatment, security (cargo scanning), and small scale research [HW15, HS09].

We have seen considerable advancement of Nb3Sn cavities in the past

decade. A decade ago the usable gradient (Q > 1010) was less than 5 MV/m and

we have seen it increase to 21 MV/m. In addition, the material science under-

stands of Nb3Sn growth and grain boundary dynamics has advanced substan-

tially. Historical development was best characterized as ’guess and check’ based

on a hunch. In a system with so many variables one has to get very lucky to hit

the correct set of parameters. We are now developing models that can lead us to

these parameters and better coating methods. On top of this, alternative coating

method development [G+21, Val21, KHS21, S+21a, G+19, RSI+16, BBR+16] is un-

derway at many institutions. These offer new tools to adjust the Nb3Sn coating.

Tin electroplating (and thermal annealing) [S+19c, S+19b] is a particularly excit-

ing area of development that could make high performance Nb3Sn cavities. In

the next decade we may see Nb3Sn cavities that surpass their niobium brethren

in accelerating gradients and already they already surpass niobium in efficiency.

3Personal communications.
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APPENDIX A

THERMAL MODEL DETAILS

In chapter 8 we introduced a thermal code for solving the equilibrium state

of a Nb3Sn SRF surface. There we gave only a brief introduction to the function-

ing of the code. Here we give specific details of the code and the equations that

are solved. We will start by detailing the equations in a bulk, single material,

then move on to boundary conditions, and multiple layers.

We restrict ourselves purely to the case of rotational symmetry. We use cylin-

drical coordinates (r, z, θ) and can ignore θ. Furthermore, we restrict our geom-

etry to a disk of radius R, chosen to be large enough that the defect has no

significant impact on the temperature at the edge of the disk (2 cm for all re-

sults shown in this work). Our disk is a total thickness zT while the Nb3Sn and

niobium layers are zT1 and zT2 respectively (see Fig. A.1).

A.1 Equations in a Single Material

A.1.1 Bulk Equations

We start by deriving the equations in a single material. We subdivide our prob-

lem into a grid in r and z (ri and z j) where each mesh element is at the temper-

ature Ti, j (see Fig. A.2). Each mesh element represents an annular ring (see Fig.

A.3a) of volume Vi, j. Figure A.3b shows the relevant volume, and side areas of

the annular ring and are given by,
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Figure A.1: A diagram of the simulation showing length scales. We simulate
a disk of radius R that is zT thick. We define z = 0 as the RF surface with z
increasing as we move towards the helium interface.

A1i, j = 2πri+1

(
z j+1 − z j

)
A2i, j = 2πri

(
z j+1 − z j

)
A3i = π
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r2
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)
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(
r2

i+1 − r2
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)
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(
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i

)
·
(
z j+1 − z j

)
.

(A.1)

We can look at the heat flow, ∆Q, into and out of the i, jth element during a

short period of time, ∆t. Heat will move from the 4 adjacent elements and heat

will be deposited in the material from RF losses. The heat flow from the i+ 1, jth

element into the i, jth element is given by,

∆Q
∆t
= A1i, j · kri, j ·

dT
dr
= A1i, j · kri, j ·

(Ti+1, j − Ti, j)
∆r

, (A.2)

kri, j is an effective thermal conductivity between these two elements. ∆r is the

’distance’ between these two elements when finding the gradient of the temper-
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Figure A.2: A diagram showing how we discretize the r-z plane into elements.
The temperature of the i, jth element is Ti, j and the upper left corner of the ele-
ment is (ri, z j).

(a)

(b)

Figure A.3: a) A diagram of a single mesh element showing the full annular ring
geometry. b) The same mesh element with area elements of the sides labeled.
The areas are defined in equation A.1. Though A3 and A4 are identical we main-
tain the separate labels to make equations easier to read. Note: A3 and A4 are
independent of the z coordinate.
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ature change. Here we will use the distance between the midpoint of the two

elements,

∆r = (ri+1 + ri+2) /2 − (ri + ri+1) /2 = (ri+2 − ri) /2 , (A.3)

which reduces to half the distance between the surfaces adjacent to A1i, j. For

simplicity we define,

C1i, j =
2 · A1i, j

(ri+2 − ri)
, (A.4)

with which equation A.2 reduces to,

∆Q
∆t
= C1i, j · kri, j ·

(
Ti+1, j − Ti, j

)
. (A.5)

We can similarly apply this to the other 3 adjacent elements and arrive at1,

∆Q
∆t
= C1i, j · kri, j ·

(
Ti+1, j − Ti, j

)
+C2i, j · kri−1, j ·

(
Ti−1, j − Ti, j

)
+ ...

C3i · kzi, j−1 ·
(
Ti, j−1 − Ti, j

)
+C4i · kzi, j ·

(
Ti, j+1 − Ti, j

)
+ QRFi, j ,

(A.6)

where,
1We note that this is a discretized form of the heat equation in cylindrical coordinates. We

rewrite the left-hand side as,

∆Q
∆t
=

Vi, j

Vi, j

cρ
cρ
·
∆Q
∆t
= Vi, j · cρ ·

Ti, j(t + ∆t) − Ti, j(t)
∆t

,

where c is the heat capacity and ρ is the density. We have simply used a conceptual derivation
here to arrive at our discretized form instead of starting with the heat equation.
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C2i, j =
2 · A2i, j

(ri+1 − ri−1)

C3i =
2 · A3i

(zi+2 − zi)

C4i =
2 · A4i

(zi+1 − zi−1)
,

(A.7)

kzi, j is the effective thermal conductivity between the i, jth and the i, j + 1th ele-

ments, and QRFi, j is the energy absorbed from the RF fields in the i, jth element

during a time period ∆t.

If the difference in temperature between adjacent elements is small the form

of the effective thermal conductivity is not of particular importance. We use the

approximation,

kri, j = k
(
Ti+1, j + Ti, j

2

)
kzi, j = k

(
Ti, j+1 + Ti, j

2

)
.

(A.8)

After solving the problem we must then confirm that the tempera-

ture/conductivity change is sufficiently small and reduce the mesh size if it is

not.

We note that in the equilibrium state the net change in energy of the mesh

element is zero and that ∆Q = 0. Using this we reorganize the equation A.6 as,

QRFi, j =
(
C1i, j · kri, j +C2i, j · kri−1, j +C3i · kzi, j−1 +C4i · kzi, j

)
Ti, j + ...

−C1i, j · kri, j · Ti+1, j −C2i, j · kri−1, j · Ti−1, j −C3i · kzi, j−1 · Ti, j−1 + ...

−C4i · kzi, j · Ti, j+1 ,

(A.9)
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where we have moved QRFi, j to the left-hand side and reorganized the right-

hand side so that the first term contains all diagonal terms (in a matrix repre-

sentation). We now have an equation of the form,

b⃗ = A · T⃗

bk =
∑

l

Ak,lTl ,
(A.10)

where A is a matrix relation and T and b are column vectors consisting of all

mesh elements in the system (say, if we have an N × M mesh then T and b

are N · M element vectors and A is an N · M × N · M matrix). Equation A.10

can be solved sequentially by the method of successive over-relation using the

equation [Had00],

(D + ωL)T⃗n = ωb⃗ − [ωU + (ω − 1)D]T⃗n−1 , (A.11)

where D, L, and U are the diagonal, upper triangular, and lower triangular com-

ponents of A, and ω is the ’over relaxation parameter’ which we will discuss in

more detail below. We iterate this equation–where T⃗n+1 is the next step in the

iteration–and (hopefully) the sequence converges to the equilibrium state. We

write out the equation in terms of the components and solve for Tn,

Tn,k = (1 − ω)Tn−1,k +
ω

akk

bk −
∑
l<k

aklTn−1,l −
∑
l>k

aklTn−1,l

 . (A.12)

For the bulk equation this becomes,
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T ′i, j = (1 − ω)Ti, j + ω · ...

QRFi, j +C1i, j · kri, j · Ti+1, j +C2i, j · kri−1, j · Ti−1, j +C3i · kzi, j−1 · Ti, j−1 +C4i · kzi, j · Ti, j+1

C1i, j · kri, j +C2i, j · kri−1, j +C3i · kzi, j−1 +C4i · kzi, j

(A.13)

where we have dropped the n indices and represent the next step as T ′ in order

to allow the equation to fit on the page.

A.1.2 Boundary Conditions

The above equation holds in the bulk of the material but must be modified at

the boundaries. No heat flows across the r = 0 boundary due to the azimuthal

symmetry requirement. We choose that no heat flows across the r = R boundary

at the edge of the simulation. If R is chosen to be sufficiently large this will

not impact the results. At the RF surface (z = 0) the heat flow is zero, with

the exception of the RF heating which is already included in equation A.17. At

the helium interface (z = zT ) heat moves into the helium bath and we have the

additional heat flow,

∆Q
∆t
= A3i · κi ·

(
Ti, j − TB

)
, (A.14)

where TB is the helium bath temperature, and κ is the thermal interface conduc-

tance. We will discuss the helium thermal interface resistance in more detail

below.

In a single material we have 9 cases consider for our numerical problem
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(edges, corners, and bulk). Below we show the modified version of the second

term of equation A.17 required for each case

• Case 1: ri = 0 and z j = 0.

ω ·
QRFi, j +C1i, j · kri, j · Ti+1, j +C3i · kzi, j−1 · Ti, j−1

C1i, j · kri, j +C3i · kzi, j−1

• Case 2: ri , 0, ri+1 , R, and z j = 0.

ω ·
QRFi, j +C1i, j · kri, j · Ti+1, j +C2i, j · kri−1, j · Ti−1, j +C3i · kzi, j−1 · Ti, j−1

C1i, j · kri, j +C2i, j · kri−1, j +C3i · kzi, j−1

• Case 3: ri+1 = R and z j = 0.

ω ·
QRFi, j +C2i, j · kri−1, j · Ti−1, j +C3i · kzi, j−1 · Ti, j−1

C2i, j · kri−1, j +C3i · kzi, j−1

• Case 4: ri = 0, z j , 0, and z j+1 , zT .

ω ·
QRFi, j +C1i, j · kri, j · Ti+1, j +C3i · kzi, j−1 · Ti, j−1 +C4i · kzi, j · Ti, j+1

C1i, j · kri, j +C3i · kzi, j−1 +C4i · kzi, j

• Case 5: ri , 0, ri+1 , R, z j , 0, and z j+1 , zT . Bulk material. Equation A.17

needs no modification.

• Case 6: ri+1 = R, z j , 0, and z j+1 , zT .

ω ·
QRFi, j +C2i, j · kri−1, j · Ti−1, j +C3i · kzi, j−1 · Ti, j−1 +C4i · kzi, j · Ti, j+1

C2i, j · kri−1, j +C3i · kzi, j−1 +C4i · kzi, j

• Case 7: ri = 0 and z j+1 = zT .

ω ·
A3i · κi · TB +C1i, j · kri, j · Ti+1, j +C4i · kzi, j · Ti, j+1

A3i · κi +C1i, j · kri, j +C4i · kzi, j
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• Case 8: ri , 0, ri+1 , R, and z j+1 = zT .

ω ·
A3i · κi · TB +C1i, j · kri, j · Ti+1, j +C2i, j · kri−1, j · Ti−1, j +C4i · kzi, j · Ti, j+1

A3i · κi +C1i, j · kri, j +C2i, j · kri−1, j +C4i · kzi, j

• Case 9: ri+1 = R and z j+1 = zT .

ω ·
A3i · κi · TB +C2i, j · kri−1, j · Ti−1, j +C4i · kzi, j · Ti, j+1

A3i · κi +C2i, j · kri−1, j +C4i · kzi, j

Thermal Interface Resistance

When TB is less than the superfluid transition of liquid helium (≈ 2.17 K) the

interface thermal resistance is dominated by the Kapitza resistance [Lan07]. In

this regime thermal transport is dominated by phonon coupling between the

superfluid helium and the cavity wall and the electronic transport does not

contribute. The thermal interface conductance depends strongly on material

parameters and even different material preparations can change the thermal

interface conductance [Mit73]. There have been no detailed studies of the ther-

mal interface conductance between Nb3Sn and superfluid helium. For our ther-

mal model we use the Kapitza resistance of annealed niobium from [Mit73].

Since thermal breakdown in our multilayer system is dominated by the insta-

bility of the Nb3Sn we expect that the results for thermal breakdown should

not be significantly different. The difference in interface conductance could

cause significant changes in the simulated outer wall temperatures. We addi-

tionally note that above ∼ 10 000 W/m2 of heat flow we may enter a film boiling

regime [Lan07] which has a significantly lower conductance than the Kapitza

regime, however, heat flow remains significantly below this threshold in our

system.
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When TB is above the superfluid transition (but still liquid) the heat trans-

port is dominated by electronic transport and is far less dependent on the wall

material [Lan07]. As discussed in section 5.5.2 there are several regimes of

heat transport: normal conduction, nucleate boiling, and film boiling (see Fig.

A.4) [Lan07]. At low accelerating gradients we are in the normal conduction

region but see that we that we transition to nucleate boiling before quench (as

evinced by temperature ’slips’ seen in section 5.5.2). We restrict ourselves to

looking only at the nucleate film boiling regime. In this regime we approximate

the heat conductance as (based on [Lan07]).

κi ≈ 50 kW/m2K2 (
Ti,J − TB

)
, (A.15)

though the exactly coefficient and polynomial dependence is not known for

Nb3Sn.

A.2 Equations in a Multi-layer Material

Now that we have the equations for a single layer material extending it to mul-

tiple layers is relatively simple. For the out layer of Nb3Sn at the helium inter-

face we will make an approximation and treat the outer layer as a modification

to our helium bath thermal interface. At the RF layer we add a layer with a

different thermal conductivity. The equations stay relatively the same except

for computing the thermal conductivities. Two different equations are used for

the two different layers, but the niobium-Nb3Sn interface requires special care.

Similar to the helium interface, there is thermal interface conductance at the in-

terface between the metals. Unfortunately, this interface resistance is unknown.
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Figure A.4: Schematic of regions of different steady-state heat flow behaviors
versus the heat flow plot. The x-axis shows the elevated temperature of the wall
compared to the helium bath. This figure was adapted from [Lan07].

Instead, we use the simple average of the thermal conductivities on either side

of the interface.

At the helium interface layer, we the approximation that heat flow across the

Nb3Sn is one-dimensional. By the time the heat has diffused through ∼ 3 mm

of niobium there is insignificant variation on lengths of ∼ 1 µm and we expect

insignificantly lateral heat diffusion while diffusing through the outer Nb3Sn

layer. We can then treat the material as an additional thermal interface resistance

and use an effective thermal interface resistance,

κeff =
κNb3SnκLHe

κNb3Sn + κLHe
, (A.16)

where κNb3Sn is the contribution from the Nb3Sn layer. κNb3Sn and κLHe depend on
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the temperature of the outer wall, Twall. We solve the equations,

P = κLHe(Twall) (Twall − TB)

P =
∫ Twall

Ti, j

k(T )
z(T )

dT = κNb3Sn(Twall,TB)
(
Ti, j − Twall

)
,

(A.17)

self-consistently to find the thermal interface conductance’s and Twall.

Meshing

We use variable sized meshing allowing us the use high density meshing in the

Nb3Sn layer and near the simulated defect and a low mesh density far from

the defect where there is less temperature variation. In z-direction we use 25 −

100 nm mesh elements in the Nb3Sn layer and mesh elements that gradually

grow from 100 nm in the niobium layer. In the r-direction we use a similar linear

mesh density near the defect that grow as r increases. For small defects (rdefect <

5 µm) we use 25 nm mesh elements out to 10 µm and for large defects we use

500 nm mesh elements out to 200 µm.

Defects and Normal Conducting Regions

We may define a small region in the simulation to be a defect and apply addi-

tion RF loses in this area. To define a defect we define a radius for which all

Nb3Sn mesh elements within it (defined by the distance from (r, z) = (0, 0) to

the center of the mesh element) has additional specified heating. When look-

ing at normal conducting regions (defect or from overheating) we distribute the

heating within the penetration depth (≈ 6 µm) of the material up to the niobium
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layer. We use the penetration depth to determine the energy deposited in the

mesh element given its size and distance from the surface.

Implementation

We make one additional note about our specific implementation of the over

relaxation algorithm. When we iterate equation A.17 we only use a single tem-

perature vector. By this we mean that we do not compute T⃗n+1 purely from the

T⃗n but also from the Tn+1,i, j that have already been computed. We start our iter-

ation at (r, z) = (0, 0), iterate over all ri, and then increment z j. This gives us the

algorithm,

T ′i, j = (1 − ω)Ti, j + ω · ...

QRFi, j +C1i, j · kri, j · Ti+1, j +C2i, j · kr′i−1, j · T
′
i−1, j +C3i · kz′i, j−1 · T

′
i, j−1 +C4i · kzi, j · Ti, j+1

C1i, j · kri, j +C2i, j · kr′i−1, j +C3i · kz′i, j−1 +C4i · kzi, j

(A.18)

where T ′i−1, j, T ′i, j−1, kr′i−1, j, and kz′i, j−1 have already been computed for the current

iteration. We note that if this algorithm has converged then the solution will

still be an equilibrium solution of our problem (since at equilibrium the T ′i, j =

Ti, j). However, we find that this algorithm approaches convergence faster than

equation A.17.
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A.3 Convergence and Over Relaxation

If the algorithm converges to an equilibrium, it will take an infinite number of

iterations to find the exact equilibrium solution, we thus define a cutoff crite-

rion for terminating iterations. We calculate all power entering the simulation

through RF losses, PC, and exiting through the helium bath, PE, after each it-

eration. We consider the algorithm to have converged and stop iterating when

|PC − PE | < 0.01 · PC. We explored additional termination criteria (namely, the

sum of all temperature changes during an iteration) and forced simulations to

continue for millions of additional iterations and found this to be a good con-

vergence/termination criterion.

The over relaxation parameter, ω, may vary between 0 < ω < 2. Changing ω

changes the speed of the convergence. For our problem we have typically used

a value of 1.8 and found relatively fast convergence, though the optimal value

of ωmay vary depending on the exact problem being solved.

A.4 Equilibria and Sequential Simulations

We make an important note about this simulation code: it only finds an equi-

librium, not a specific equilibrium. At any time, our system may have multiple

equilibria. In particular, the ’thermal runaway’ state–where the entire surface

is normal conducting, and the temperatures are high–is an equilibrium state of

our numerical problem unless Bsurface is low. Simply because the system has con-

verged to the thermal runaway state does not mean that a lower temperature

equilibrium does not exist for the system. In fact, we find that when ω = 1.95
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(a) (b)

Figure A.5: Figures 8.15 and 8.19 from chapter 8. We reproduce them here
for easy reference we are discussing the process and potential errors involved
therein in producing these results. a) Thermal simulations of the quench field
of normal conducting regions for 3.0 µm of Nb3Sn on niobium, and calculated
quench fields of thick Nb3Sn, niobium only, and niobium with Nb3Sn supercon-
ducting parameters only. At small radii (r < 3 µm) the quench field matches
that of pure Nb3Sn. b) The simulated temperature versus the magnetic field
with a small defect. The magnetic field is raised and lowered. At a critical field
we see the formation of a stable normal conducting region. This region is self-
sustaining once formed down to a lower field level. We see a hysteresis as the
field is lowered.

many of our configurations approach the thermal runaway state despite finding

a low temperature equilibrium when ω = 1.8 or less. In some ways this algo-

rithm cannot tell us the critical fields of a defect as we cannot guarantee that

there is not a lower temperature equilibrium when we find thermal runaway.

Thus, when interpreting these results, we must use physical intuition or other

information. For example, in Fig. A.5a we show the critical/quench field versus

the radius of a normal conducting defect. We gain some trust in these calcula-

tions by comparing it to the quench fields calculated for single layer Nb3Sn and

niobium analytically which match for small and large defects. These sorts of

interpretations are always needed.

In Fig. A.5b we show the evolution of a system as the magnetic
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field/accelerating gradient is raised and lowered, but we are using simulation

that only finds equilibrium states and is not time resolved. For these simula-

tions we have repeated the simulation as the field is charged using the previous

result at the previous magnetic field as the starting condition of the system at

the new magnetic. In this way we hope to follow the evolution of heating and

stay at the ’same’ equilibrium. However, as noted above we cannot guarantee

what equilibrium we will converge to. Though we see a hysteresis loop in this

process, all we can say with certainty is that there are two equilibrium states be-

tween 57 and 73 mT. The two equilibrium states might persist above and below

these values and real-world system might not jump between these states at the

field we have found.
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