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. Introduction

Over the last several years, two strands of research ireltieof financial institutions have
received greaamounts of attention. One strand investigates the issue of problem 6enally all
research on the causesbaink and thrift failures find that failing institutions hdaege proportions of
nonperfeming loans prior to failure, and thassetquality is a statistically significant predictor of
insolvency(see Demirguc-Kunt 198%Vhalen1991, and Barr and Siems 1994he other strand of
research investigates the productive efficiency of financial institutions. These studies almost always find
that the average institution incurs high costs and generates low profits relative to institutions on the ‘best-
practice’ efficient frontier. Various studies of mergers, agency problems, corporate governance, branching
strategies, dreign ownership, etc. offeupportfor a number of explanations of thigefficiency (see
Berger, Hunter, and Timme 1993).

On the surface, these two topics might appear to be largely unredatadsb operations personnel
typically do not participate in screening and monitoring loastomers, and becausan officers and
review personnel typically do ngiarticipate in overseeing operations costs. Despite this apparent
dichotomy, issues of problem loans and cost efficiency are in fact related in several important ways.

First, a number of researchers have found that failing banks tend to be located far from the best-
practice frontie(e.g., Berger and Humphrey 1992, Barr and Siems 1994, DeYoung and Whalen 1994,
Wheelock and Wilson 1994). Thus, in additiomé&ving high ratios of problem loans, banks approaching
failure also tend to have low cost efficiency. A number of other studies have found negative relationships
between efficiencyand problem loans even among banks that ddaidiKwan and Eisenbeis 1994,
Hughes and Mooh995, Resti 1995). Cost-inefficient banks neyd to have loan performance problems
for a number of reasons. For example, banks with poor senior manageayehaveproblems in
monitoring both theicostsand their loancustomers, with the losses of capital generated by both these
phenomena potentially leading to failure. Alternatively, loan quality problems may be caused by events
exogenous to the bank, such as regional economic downturns, in whicktasxgenses associated with
the nonperforming loan®.g.,monitoring, negotiating workout arrangements, seizing and disposing of

collateral, diverted senior managerial focus) can create the appeararutethé reality, of low cost



efficiency.

A second empirical link between problem loans and productive efficiency appears in studies that
use supervisory examination data. Perist{a8b6) and DeYoung (199Both found measured cost
efficiency to be positively related to examiners' ratings of bank management quality. Moreover, the latter
study found that banks’ management ratings were more strongly related to their asset quality ratings than
to any of their other examination ratings. A relationship betassatuality and cosefficiency (via
management quality) is consistent with the failed bank data cited abowsjggestshat the negative
relationship between problem loans and cost efficiency holds for the population of banks as well as for the
subset of failing banks.

Third, some recent studies of bank efficiency have directly included measures of nonperforming
loans in cost or production relationships. The stated purpo#igs afljustment are to control for the extra
costs associated with nonperforming loard@nto control for underwriting and monitoring expenditures
that influence loan quality. BerggFsund, and Jansen (1992) made the original observation and included
nonperforming loans in a nonparamesticdy of bank production. Hughes and Mester (1993) and others
have applied the conceptparametric estimations of bank cost functions and efficiencydisksissed
below, whether or not thiprocedure improves the estimation of ceficiency depends upon the
underlying reason for the relationship between costs and nonperforming loans.

Thus, a number of importapblicy and research issues -- discovering the primary cause of
problem loans and bank failures, determining the most important supervisory focus for promoting bank
safety and soundness, and deciding how to estimate the cost efficiency of financial institutions -- rest on
identifying the underlying relationship between problem loans and measured cost efficiency. We attempt
to shed some light on these important questions by using Granger-causality anagsisatset of
hypotheses that describe the intertemporal relationships among problem loans, cost efficiency, and financial
capital. We refer to these hypotheses with the mnemonics 'bad luck,' 'bad management,' 'skimping,’ and
'moral hazard." As wewill see below, several of these hypothegels identicalpredictions for the
contemporaneous relationships between problem loans anceftiogincy, but strikingly different

intertemporal predictions. Granger-causality analysis can distinguish among these alternative cases in a



way that standard cross-section economatmalysis canndt. We acknowledge that the intertemporal
relationships that we measure gress statistical associations thatrad necessarily prove economic
causation. Nevertheless, these associations may help reveal which among these alternative hypotheses is
most compatible with the bank data.

By way of preview, the data suggest that the intertemporal relationships between problem loans
and cosefficiency ran inboth directions for U.S. commercial banks between 1985 and 1994. The data
suggest thahigh levels of nonperforming loa@anger-cause reductions in measured effistency,
consistent with the hypothesis that the extra costs of administering thesectharess measured cost
efficiency (‘bad luck’). The data alsmggest thabw levels of cost efficiency Granger-cause increases
in nonperforming loans, consistent with the hypothesis that cost-inefficient managers are also poor loan
portfolio managers (‘bad management’).

The remainder of the paper is organized as follows. Section Il presents our four hypotheses and
identifies their keyempirical predictions. Section Ill describes the econometric model, and Section IV
explains how the efficienogstimates were constructe8ection V presents the results of our Granger-
causality tests, and Section VI addresses policy and research implications.

II. Hypothesized Relationships Between Problem Loans and Measured Cost Efficiency

Each ofour four hypotheses implies a different intertemporal relationship in the data. The
hypotheses are not mutually exclusive, ang one of théour could dominate the behavior of a given
subset of banks.The empirical analysis that follows is designed to determine which among these
hypotheses may be relatively important for the banking industry as a Wraleonvenience, we will
describe all of the hypotheses in terms of increases in problem loans, which is the most interesting case for
policy purposes.

As a caveat, we note that what we actually test is whether one variable temporally precedes another
variable with a particular sign or direction, conditional on lagged valueawhaer of variables. Our
results could literally reflect '‘bad luck,’ 'bad management,' 'skimping’ behavior, or 'moral hazard' problems,
and we will refer tahe empirical results in these terms for expositional convenience. However, we note

thatbad luck, bad management, etc. could be manifested in the data in ways other than those described



here, and that other unnamed hypotheses could also explain the empirical relationships that we find.
Under thebad luck’ hypothesis, external events (e.g., a local plasing) precipitate an increase
in problem loans for the bank. After the loans become past due or nonaccruing, the bank begins to expend
additional managerial effort and expense dealing with these problem loans. These extra operating costs
include,but arenot limited to a) the additional monitoring of the delinquamrowers and the value of
their collateral, b) the expense of analyzing and negotiating possible workout arrangements, c) the costs
of seizing, maintaining, and eventually disposing of collateral if default later occurs, d) the additional costs
of defending the bank's safety and soundness record to bank supervisors and market participants, e) any
additionalprecautions taken to preserve thigh quality of loans thare currently performingyhich
becomes more crucial for a bank in a perilous financial situation, and f) the diversion of senior management
attention away from solving other operations problems. Most of these costs, especially the costs associated
with loan workout and default, are incurred well after the increase in problem loans. Thus, under the bad
luck hypothesis, we expect increases in nonperforming loans to Granger-cause (i.e., temporally precede)
decreases in measured cefficiency. Importantlyunder the batlck hypothesis, the extra expenses
associatedvith problem loans create the appearatd,not necessarily the reality, of lower cost
efficiency. Faced with aexogenous increase in nonperforming loans, even the most cost efficient banks
have to purchase the additional inputs necessary to administer these problem credits.

Under thebad management hypothesis, low measured cost efficiency is a signal of poor senior

management practices, which apply to both day-to-day operations and to manatpag tetfolio.

Subpar managers do not sufficiently monitor and control their opeeapenses, which is reflected in low
measured cost efficiency almost immediately. Managers in these banks also do not practice adequate loan
underwriting, monitoring, and control. As ‘bad’ managers, they may a) have poor skills in credit scoring
and therefore choose a relatively high proportion of loans with low or negative net present values, b) be
less than fullycompetent in appraising the value of collateral pledged against the loans, and c) have
difficulty monitoring and controlling theorrowers after loans aresued to assure thabvenants are

obeyed. In contrast to the almost immediate reduction in measured cost efficiency, poor underwriting and

monitoring practices lead to high numbers of nonperforming loans only after some time passes, the loan



portfolio becomes seasoned, and delinquencies begin to fmount. Thus, under the bad management
hypothesis, low cost efficiency is expected to occur before or Granger-cause higher nonperforming loans.
Note that this hypothesis has the opposite temporal ordering from that predicted by the bad luck hypothesis,
but both hypotheses predict that nonperforming loans will be negatively associated with cost efficiency.
Under the‘skimping’ hypothesis, the amount of resources allocated to underwriting and
monitoring loans affects both loan quality and measured cost effiéiency. Here, the critical decision of the
bank lies in the tradeoff between short-term operating costs and future loan performance problems. A bank
maximizing long-run profits may rationaljrcose to have lower costs in the short run by skimping on the
resources devoted to underwriting amdnitoring loansput bear the consequences of greater loan
performance problems and the possible costs of dealing with these problems in the future. The reduced
effort devoted to screening loan customers, appraising collateral, and monitoring and controlling borrowers
after loans are issued makes the agear to be cost efficient in the short run because fewer operating
expenses can support the saquantity of loans and other outputs. The stock of nonperforloams
remains unaécted in the short run, but as tirpasses, &igher proportion of borrowers become
delinquent on their loans and the inattention to the loan portieltomes apparent. Thus, under the
skimping hypothesis, the Granger-causality between measured cost efficiency and nonperforming loans
has the same temporal ordering as the bad management hypothesis, but has the opposite sign -- skimping
implies apositive Granger-causation from measured efficiency to problem loans.

The'moral hazard' hypothesis is the classical problem of excessive risk-taking when another

party is bearing part of the risk andnnot easily charge for or prevent that risk-takiinder this
hypothesis, banks with relatively low capital respond to moral hazard incentives by increasing the riskiness
of its loan portfolio, which results in higher nonjpeming loans on average in the future. Thus, under the
moral hazardypothesis, we expect that Idimancial capital willGranger-caushigh nonperforming

loans. Because banks with ample capital likelpakoface significant moral hazard incentives, we test the
moral hazard hypothesmly for a subsample of banks with equity-to-asset ratios below the sample
median. Although the moral hazard hypothesis does not describe the relationship between measured cost

efficiencyand problem loans, we include it for several reasons. First, moral hazard gives an alternative



explanation for nonperforming loans, so the effects of measured cost efficiency on nonperforming loans
could be biased if the potential effects of capital were neglected. Second, moral hazard effects can magnify
the effects of thether three hypotheses, aady ofthose hypotheses could be the primary cause of
reduced capital and moral hazard incentivEmally, as a leading theory of problem loans and bank
failures, the moral hazard hypothesis has different policy implications than the other hypotheses.

These four hypotheses are not mutually exclusive. In an extreme case, all four hypotheses could
affect the same bank at the same time. For example, bad luck could befall a poorly managed bank that also
happens to be skimping on loan monitoring expenses. Any loss of capital as a result of the bad luck, bad
management, and skimping might cause the bank to respond to moral hazard incentives and take increased
risks. Similarly, banks responding to moral hazard incentives may take increased risks by skimping.

IR The Econometric Model

We use Granger-causality techniques to test which of the four hypotheses are consistent with data.
As with anyeconometric procedure, Granger-causality yields gross statistical associations that can only
indicateconsistency or inconsistency with an hypothesis, not proof of economic causation. However,
because our hypotheses each imply unigue-trdered and signed relationships among pairs of the three
important variables (nonperforming loans, cost efficiency, and capital), Granger-caiesafitynay
indicate which of our hypothesase generally consistent or inconsistent with tie#ga. The Granger-
causality model is specified as follows:
NPL;, = f,(NPL g, X-EFF.,, CAR,, , RWA,, , YEAR, REGION, YEARREGION) +¢€;;; (1)
X-EFF; = L(NPL oy, X-EFF, , CAR,, . RWA,, , YEAR, REGION, YEARREGION) +¢,,; (2)

CAP, =4%t(NPL,,, X-EFF,, , CAR,; , RWA, , YEAR, REGION, YEARREGION) +¢;, (3)

The dependent variable in equation (1) is the nonperforming loan ratip NPL . This ratio equals
loans that are either past due at least 90 days or in nonaccrual status divided by total loans for bank i in year
t. NPL is the most commonly agreed-upon definition of problem loans in both the research literature and
the trade press, and has the benefit of being subject to less managerial discretion than are other measures

of loan quality such adoan loss provisionand charge-offs. The dependent variable in equation (2) is



estimated aostefficiency X-EFF,, , which measures the short-tepaefficiency of bank i relative to its

peers in year t, or how close the bank is to the estimated industry-wide best-practice cost frontier in that
year. The details of measuring X-efficiency are presented in the next section. The third dependent variable
is the ratio of equity capital tassets, CAR , which measures the bank's financial cushion for absorbing
loan losses. The CAP equation (3ngetes the model and verifies the basic relationships that are being
investigated.

The right-hand-side variables in equations (1) -ii8Jude lagged values of the dependent
variablesNPL, X-EFF,and CAP, as is standard procedimeGranger-causality models. That is, we
attempt to determine whether variable Y Granger-causes variable Y by testing whether the past history
of Y, addsinformation in predicting Y , after taking into account the past history of all the other Y’s. A
number of control variablesre added tall three equation$. We define RWA to be the ratio of risk-
weighted assets (according to the Basle Accord) to gross total assets for hagd( tjrmand include lagged
values of RWA in all three equatiohs. RWA is added because certain portfolio mixes will naturally yield
more nonperformingpans, because low measured cost efficiency may reflect the costs associated with a
more loan-intensive balance sheet, badause capital markets and bank regulat@grequire banks
with certain lending strategies to have higher capital ratios. In addition, because NPL, X-EFF, and CAP
are often strongly affected by regional or transitory conditions, we must control in at least a crude fashion
for the economic environment of the bank. We therefore specify YEAR, ackenafly variables for each
year of thedata (excluding a base yeanhich accounts for changes in the macroeconomy and in the
regulatory treatment of banks over time. We also specify REGION, a set of three dummies that indicate
whether the bank was locatedNiew England, in the Southwest, or in Californiecause these three
geographic regions suffered particularly severe economic downturns relative@sttbethe country
during parts of the sample peribd. The YEAR and REGION variables also appear interactively to account
for changes in regional economic conditions over time.

The bad luck hypothesis predicts that sluen of the lagged NPtoefficients in theX-EFF
equation (2) will be negative. We focus on the sum of the lagged coefficients, rather than the individual

lagged coefficients, because the sum measures thefetalafpast NPL on current X-EFF, and because



the sum is more accurately measuteh its individuaparts due teollinearity among the individual

lagged values. The bad management hypothesis predicts that the sum of the coefficients on the X-EFF lags
in the NPL equation (1) Wbe negative, but the skimping hypothesisdiets that this sum will be positive

-- we view this coefficient sum as the net effect of these two opposing theories. The final hypothesis, moral
hazard, predicts that the sum of the coieffits on the CAP lags in the NPL equation (1) will be negative.

We test the moral hazard hypothesis only for a subsample of thinly capitalized banks, because banks with
high levels of capital likely do not face sigcéfnt moral hazard incentives. Changes in cost efficiency and
nonperforming loans affect bank earnings, so in equd8prwe expect tdind a negativesum of
coefficients on thé&lPL lagsand a positivesum ofcoefficients on thX-EFF lags,although we cannot
distinguish among any of our four hypotheses using this equation. Such findings would extend the stylized
facts from the banking literature that problem loans and inefficiencies are strongly associated with losses
of capital.

We estimate equations (1) - (3) separately, applying OLS techniques toabseraations of U.S.
commercial banks from 1985 through 1994. Some years have more observations than others because of
failure, acquisition, or entry during the sample period. The siteegianel depends on the number of lags
included in the model -- there are 69,742 observations, 57,780 observations, aned€ebistions,
respectively, when we include 3, 4, and 5 annual lags in the model. Including up to five years of lags of
the dependent variables in each equation should absorb the lauiis#rial correlation in the error
terms®® Similarly, including YEAR, REGION, and YEAR*REGION absorbany cross-section
correlation that is constant across banks within a year, across banks within a region, or across banks in a
region in a particular year. Also, because the same right-hand-side variables are specified for each of the
three equations, there is no need to take account of the correlations across the error terms in the different
equations. In such a specification, OLS and GLS yield identical estimators.

Table 1 shows definitions, sample means, and standard deviations for the vasadlesthe
four-lag Granger-causality model. NPL, CAP, and RWA are December-to-December averages, and are
constructed using data from the annual Repor@ooidition and Income (caleports). We usannual

observations because the end-of-yedt report data are more accurate and smooth-out short-run



aberrations in the data better than do quarterly'data.

V. Estimating Cost Efficiency

We construct the NPand CAP ratios directly from thgata, but we must estimate the X-EFF

ratio. An efficient operating cost frontier is specified as follows for each year t in our analysis:
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We estimate teseparat@annual cost frontiers, rather than estimating a common fradiesstime,

because theechnology or bank that is most efficient in one year may not be the most efficient in another
year’? OC is operating (noninterest) expense; Y is a vector of oinplutding commercial loans,
consumer loans, real estate loans, transactions deposits, and feidzased W is a vector of input

prices including the prices of labor and physical caffital; and LIMIT and UNIT are, respectively, dummy
variables equal to 1 for banksgtates that restricted or banned brabahking during the year being
observed.All of the cost function variablegere constructed using end-of-year call report data, except

for UNIT and LIMIT whichwere constructedrom information in Amel(1993)* We estimate an
operating cost function (i.e., noninterest expense only) rather than a total cost function because operating
costs have been shown elsewhere to comprise the bulk dheffisiency atbanks (see Berger and

Humphrey 1991); because the costsogiated with credit evaluation, loan monitoring, and administering



to problem loans arenainly noninteresexpenses; and because interest costg be substantially
influenced by the local markg@ower of the bank  The Granger-causality reswise robust to
specifying a total cost function (including interest expenses) in place of the operating cost function.

The cost equation (4) is specified as a Fourier-flexible functional form, which combines a standard
translog form with the non-parametric Fourier form. Because it includes trigonometric transformations
(i.e., coZ and si) of the variables, the Fourier-flexible form can globally approximate the underlying cost
function over the entire range of data. This is a theoretical improvement on the translog form, which is
a local approximation that may perform poorly for observatmngom the sample means. In application,
McAllister and McManu£1993), Berger, Leusner, and Mingo (1994), and Mitchell and Onvural (1996)
have all found that the Fourier-flexible form fits the data better than the translog form for banking data.

We use the stochastic cost frontier approg®FRA) to generate aannual estimate of cost
efficiency for each bank. The error temis a composite expressian= InU + InV, where InU captures
costinefficiencyand is assumed follow a (positive) truncated normal distributidrand InV captures
random error and is assumed to follow a symmetric normal distribution. We construct the cost efficiency
variable X-EFF as follows. Using equation (4), we estimate the expected value of the inefficiency term
InU conditional on the estimated value of the residudl For bank i in year t, X-EFF equals,ld {U ,
the estimated value of U for the most efficient bank at time t divided by the estimated value of U for bank
i, where U =€". Thus, X-EFF increases with cost efficiency and ranges between 0 and 1.

As shown in Table 1, the average bank is measured to be about 92 percent efficient over the entire
sample period, a higher level of cost efficiency than is found in most other studies of commercial banks.
This finding may be because the Fourier-flexible, tated normal specification used here is more general
than the standard translog, half normal model typically used in the literature -- the translog functional form
is a special case of the Fourier-flexible in which the trigonontetras are set to zero, and the half normal
distribution is a specialase of the truncatetbrmal in which the corresponding normal distribution is
truncated at the center. To examine whether existing studies may have understated efficiency by imposing
too much structure on the cost function and the inefficiency term InU, we re-estimated X-EFF using the

standard translog and half normal restrictions. This yielded statistically significantly lower estimates of X-
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EFF in which cosinefficiencywas aboutwice as large as our original estimates. Huiggests that
existing studies may have incorrectly attributed too much of the variability of costs to inefficiency because
of excessively restrictive specificatidhs. Our Granger-causality results are materially unaffected by these
specification differences -- these two sets of estimated X-EFF have a rank order correlation of .969, which
suggests thanost ofany specificatiorerror affects the levels, babt the bank-specific ordering, of
estimated efficiency.

We purposely daot include nonperforming loans in the cost functiofror a givenbank,
nonperforming loans may be $ome extent either exogenous or endogenous -- it is exogenous to the
extent that the nonperformance is from bad luck, and endogenous to the extent that the nonperformance
is from bad management or skimping (i.e., due to actions taken by management). To test among these
hypotheses, it igmportant to measurefficiency without controlling for nonperforming loans. In the
Granger-causality model, we need to test for the relationships between X-EFF and NPL using a measure
of X-EFF that has not previously been conditionedN&k.. Moreover, theelationships between X-
efficiency and bank failure, management quality, etc. in the existing literature are drawn primarily from
cost functions that did not control for loan quality.

V. Results

Table 2 displays the coefficient estimates from equations (1)-(3) using four lags on the right-hand-
side variables. All of the major results are robust to including either three or five lags (not shown). In the
X-EFF equation, the sum of the lagged NPL coefficients is -.0599 and is significant at the 1 percent level.
This result is consistent with the notion that after loans become past due or nonaccruing, operating costs
rise because of thdifficulty in dealing withthese loans, as predicted by the hek hypothesis. The
economic impct of this result is typically small -- a one standard deviation increase in NPL (from .0168
to .0377) predicts a cumulative reduction in measost efficiency over four years from .9224 to .9211,
or a 1.7 percent increase in prediciefficiency. However, the impaainay begreater forindividual
banks that experience larger changes in nonperforming loans or have relatively high costs of dealing with
nonperformingoans. Note that the lagged coefficisnins on CARand RWA werenot significantly

different from zero in this equatidh.
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The NPL equatiorsuggestshat the bad managemehypothesis dominates the skimping
hypothesis for the data set as a whole. The sum of the coefficients on the lagged X-EFF variables equals
-.0068 and is significant at the &rpent level. This suggests that after measured cost efficiency declines,
nonperforming loans increase, possildgduse of poor loarogfolio management as predicted by the bad
management hypothesis. The typical economic impact ofdhigdt is also small -- a one standard
deviation reduction in X-EFF (from .9224 to .8843) predicts a cumulative increase in the nonperforming
loan ratio over four years fror0168 toonly .0171, or a 1.8 percent increasenanperforming loans.

Again, this effect could be larger for some banks. The lagged RWA coefScierst argositive and
significant in theNPL equation, whictsuggestshat a relatively risky loan portfolio mix will eventually
yield relatively high numbers of nonperforming loans.

Although the bad management hypothesis dominates the skimping hypothesis on average for the
entire sample, this doe®t preclude the possibility of skimping in individual banksr example, we
might expect tdind concentrations of 'skimpers' among the most cost-efficient banks, i.e., banks that
willingly tradeloan quality forcost reductions, but manage the resulting loan quality problems in a cost
effective fashion. To investigate this possibility, we re-estimated the NPL equation for the subsample of
banks withX-EFF(-1), thefirst lagged value oK-EFF, greatethan the median iavery year of our
analysis® Partial results of these regressions are shown in the first panel in Table 3. In the NPL equation,
the sum of the lagged X-EFR€oefficients equals0233 and issignificant at the one percelavel,
suggesting that measured caafficiency positivelyGranger-causasonperforming loans amortgghly
efficient banks, supporting the skimping hypothesis. For ghealybank in this subsample, a one standard
deviation increase iX-EFF (from .9522 to .9675) predicts a cumulative increase in the nonperforming
loan ratio over four years from .0128 to .0132, or a 3.1 percent increase in nonperforming loans.

We test the moral hazard hypothesis by estimatingNile equation separately usimgly the
annual observations for which CAP(-1) was below the sample median. Partial results of this regression
are shown in the second panel in Table 3. The sum of the coefficients on the lagged CAP variables equals
-.0510 and isignificant at the 1 percent level. Thed&ta support the moral hazard hypothesis, and

suggest that, on averagdbinly capitalized banks take increased portfolio risk, whetults inhigher
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levels of problem loans in the future. For the typical low-capital bank, a one standard deviation reduction
in CAP (from .0712 to .0578) predictamulative increase in the nonperformlogn ratio over four
years from.0186 to .0193, or a 3.8 percent increaseonperforming loans. Again, this resliely
understates the reduction in loan quality for individual banks that are subject to significant moral hazard
incentives®*

In the CAP equation, the sum of tbeefficients on the lagged-EFF variableswas positive,
evidence that cost-inefficient banks are likely to have low or even negative earnings which Granger-cause
reductions in capital. The sum of the lagged RWA coefficients is negative and significant, suggesting that
higher risk lending strategies also Granger-cause reductions in capital. However, the sum of the lagged
NPL coefficients is positive and significant, an unexpected result suggestingighatevels of
nonperforming loans Granger-cause high capital ratios.  Toigaesthe possibility that well capitalized
and thinly capitalized banks respond differently to increases in problem loans, we re-estimated the CAP
equation for subsets of banks above and below the annual sample medians for CAP(-1). Partial results of
these regressions are shown in the third and fourth panels in Table 3. We confindethat
nonperforming loans positivelgranger-cause capital ratios at the low-capital banks, which suggests that
these banks take action to replenish capital after nonperforming loans inpezhaps under pressure
from regulators or capital markets. We find no Granger-causality between nonperforming loans and capital
at the high-capital banks.
VI. Conclusions

The results of our analysis suggest that the intertemporal relationships between loan quality and
cost efficiencyrun in both directions. The data provide support for the bad luck hypothesis -- increases
in nonperforming loans tend to be followeddscreases in measured cost efficiency, suggesting that high
levels of problem loansause banks to increase spending on monitoring, working out, and/or selling off
these loans, and possibly become more diligent in administering the portion of their existing loan portfolio
that is currently performing. For the industry as a whole, the data favor the bad management hypothesis
over the skimping hypothesis -- decreases in measured cost efficiency are generally followed by increases

in nonperforming loans, evidence th@d management practices are manifestdnly in excess
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expenditures, but also isubpar underwriting andnonitoring practices thaeventually lead to
nonperforming loans. However, for a subsetanfids that were consistently efficient across time, the data
favor theskimping hypothesis -- increasesmeasured cofficiency generallyprecede increases in
nonperforming loansuggesting that these banks purposely trade short-run expense reductions for long-
run reductions in loan quality. Finallgecreases in bank capital ratgenerallyprecede increases in
nonperforming loans for banks with laapital ratios, evidence that thinly capitalized banks may respond
to moral hazard incentives by taking increased portfolio risks. Each of these results has a relatively small
effect on banks on average, but may have a substantial effect on individual banks that are most subject to
bad luck, bad management, skimping, and/or moral hazard.

Depending on whether or not these results are confirmed by future research, our findings may have
implications for economic policy. The bad luck hypothesigestghat bank failures are caused primarily
by uncontrollable external events, and implies that prudential regulation and supervision could reduce the
risk of failure by limiting banks' exposures to external shocks (e.g. limits on loan concentrations, allowing
interregional diversification through interstatergers andébansales, or encouraging low loan-to-asset
ratios) or by better insulating banks from external shgelg, requiringhigh levels of capital). In
contrast, the bad managemégpothesis implies that the major risks facfirgancial institutions are
caused internally. This suggie that bank supervision and research should consider cost efficiency along
with other traditional predictors of troubled banks sucloaslosses and credit risk. The skimping
hypothesis also identifies an internal source for risk, but implies that supervisors pay special attention to
banks' internal credit contrgrocedures (e.glpan review, collateral appraisal). The moral hazard
hypothesis implies that bank supervisors should monitor capital ratios carefully and require actions to raise
the ratios quickly when thdyecome low, similar to the intent of the prompt corrective action feature of
the FDIC Improvement Act 01991. Additional implications of this hypothessuggest that bank
regulators and researchers continue their traditional focus on the effects of capital, how to measure it, and
how to better set and enforce capital requirements.

The empirical results also have implications for estimating the efficiency of financial institutions.

Under the baduck hypothesis, loan quality is driven by extereaknts, and as sudfficiency
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measurement should control for nonperforming loans in cogtrarfitifunctions. This would help remove

by statistical means the extra costs of dealing with nonperforming loans -- which were caused by bad luck,
not by managerial inefficiency -- rather than erroneously counting these extra costs as inefficiency. Under
the bad management and skimping hypotheses, however, loan quality is driven by internal events. As a
result, controlling for nonperforming loans in cost and profit functions will artificially increase measured
efficiency by removing statistically thgart of the cosinefficiencies (or revenue deficiencies) that are
correlated with inefficient portfolio management. Neither hypothesis clearly dominates the other.
Ultimately, whether or not one controls for loan quality should rest on the particular efficiency application
at hand.

The skimping hypothesis, which received much less empisigpport, has two unique
implications for measuring the efficiency of banks. First, since skimping is a long-run strategy, efficiency
is more appropriately measured using several years of data. Years in which skimping saves on costs would
then be averaged with years in which the resulting increase in nonperforming loans potentially forces up
costs. Second, under the skimping hypothesis output quality is a choice variable. Because output quality
affects both costs (underwriting and monitoring costs) and revenues (lost revenues from nonperforming
loans), the skimping hypothesis would favor estimation of long-run profit efficiency.

As a by-product of our analysis, iad that our average X-efficienastimates substantially
exceed those found in magher studies of commercial bank efficiency. Further investigation suggested
that much of this difference reflects our more general specification of the cost function (Fourier-flexible
rather than the translog form) and the distribution of the inefficiency term (truncated normal distribution
rather than théalf normal). These resultsnply that prior studies using more restrictive specifications
may have incorrectly attributed too much of the variatiorosts to the estimates of casefficiency.

Because the specification errors appear to affect primarily the average level but not the rank ordering of
estimated efficiency, they do not affect our Granger-causality tests.

We stress thémitations of our analysis. The intertemporal relationships reveal&tdnyger-
causality techniques are gross statistical associatiolys and do not necessarily prove economic

causation. However, these relationships are indicative of which among the alternative hypotheses are most
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consistent with the data. Future research might use other statistical techniques to reveal the intertemporal
relationships between loan quality and productive efficiency in financial institutions; attempt to decompose
the determinants of loan quality into endogeneersus exogenous factors; or focus on the empirical

consequences of controlling for loan quality when estimating efficiency.
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Table 1
Definitions and descriptive statistics for variables
in the Granger-causation model.
(Statistics are for the four-lag model, N = 57,655.)

meanstd. dev.

NPL Nonperforming Loan Ratio = dollar 0.0168 0.0209
value of loans that are either 90 days
past-due or are no longer accruing interest,
divided by the value of total loans.

X-EFF X-Efficiency = short-term cost 0.9224 0.0381
efficiency, i.e., percent of maximum cost
efficiency achieved by bank based on the
estimated best-practice cost frontier for the
year in question.

CAP equity capital ratio = total equity capital 0.0892 0.0292
divided by gross total assets.

RWA risk-weighted asset ratio = estimated 0.5661 0.1275
ratio of total risk-weighted assets to gross
total assets.
% of observations

NE = 1 if bank is located in Connecticut, 1.49 %
Maine, Massachusetts, New Hampshire,
Rhode Island, or Vermont; = O otherwise.

SwW =1 if bank is located in Louisiana, Texas, 14.53 %
or Oklahoma; = 0 otherwise.

CA = 1if bank is located in California; = 0 2.49 %
otherwise.
YEAR(89) =1 in 1989; = 0 otherwise. 17.60 %
YEAR(90) =1 in 1990; = 0 otherwise. 17.33%
YEAR(91) =1 in 1991, = 0 otherwise. 17.07 %
YEAR(92) =1 in 1992; = 0 otherwise. 16.69 %
YEAR(93) =1 in 1993; = 0 otherwise. 16.28 %
YEAR(94) = 1in 1994; = 0 otherwise. 15.03 %

20



INTERCEPT

NPL(-1)
NPL(-2)
NPL(-3)
NPL(-4)

NPL(total)

X-EFF(-1)
X-EFF(-2)
X-EFF(-3)
X-EFF(-4)

X-EFF(total)

CAP(-1)
CAP(-2)
CAP(-3)
CAP(-4)

CAP(total)

RWA(-1)
RWA(-2)
RWA(-3)

RWA(-4)

RWA(total)

.0102**

.0057**

.0016

-.0035**

.0140**

Table 2 -- Granger-causality tests.

(1) NPL

.0011
(0.61)

5626+
(140.45)
L0593
(13.56)
.0084*
(2.09)
0134
(4.18)
6437
(183.31)

-.0164%
(6.34)
.0056
(1.83)
.0062
(1.94)
-.0022
(0.84)
-.0068**
(3.35)

-.0540**
(9.21)
.0418%*
(5.11)
.0305**
(3.67)
.0011
(0.19)
0194
(7.63)

.0178%
(8.21)

-.0171%
(3.51)

-.0032
(1.02)

.0014
(2.96)

(23.95)

-.0011

Four lags.
(2) X-EFF (3) CAP
2266 -.0032*
(83.92) (2.43)
-.1316* -.0146*
(22.99) (5.19)
.0099 0142
(1.58) (4.61)
0351 .0092*
(6.13) (3.27)
0267 .0075*
(5.84) (3.33)
-.0599** 0163**
(11.94) (6.70)
5940* .0070*
(160.98) (3.89)
.1809** -.0022
(41.50) (1.06)
-.0162* .0045*
(3.54) (2.02)
.0032 .0055**
(0.86) (3.00)
7619 0148
(263.04) (10.44)
-.0538** 9358
(6.41) (227.47)
0521 -.0225*
(4.46) (3.92)
0119 .0131*
(1.01) (2.24)
-.0056 .0074
(0.65) (1.74)
.0046 .9338**
(1.27) (521.84)
-.0184*
(10.05) (21.15)
.0063**
(7.38) (5.51)
.0017
(1.40) (1.53)
.0028**
(0.85) (3.43)
-.0076**
(1.29) (18.14)

Absolute values of t-statistics are in parentheses ().
** and * indicate significance at the 1 and 5 percent levels, respectively.
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YEAR(90)
YEAR(91)
YEAR(92)
YEAR(93)
YEAR(94)

NE
NE*YEAR(90)
NE*YEAR(91)
NE*YEAR(92)
NE*YEAR(93)
NE*YEAR(94)
S
SW*YEAR(90)
SW*YEAR(91)
SW*YEAR(92)
SW*YEAR(93)
SW*YEAR(94)
CA
CA*YEAR(90)
CA*YEAR(91)
CA*YEAR(92)
CA*YEAR(93)
CA*YEAR(94)

Adjusted R
N

(1) NPL

.0018*
(6.39)
.0012%
(4.15)
-.0018*
(6.76)
-.0020%*
(7.28)
-.0024**
(8.38)
L0155
(13.98)
.0049*
(3.06)
-.0023
(1.36)
-.0136*
(7.91)
-.0115%*
(6.56)
-.0126*
(7.02)
.0084*
(19.16)
-.0056%*
(9.14)
-.0063**
(10.36)
-.0063**
(10.27)
-.0070%*
(11.33)
-.0070%*
(11.15)
-.0023*
(2.07)
.0013
(0.83)
0139
(9.44)
0146
(10.14)
0157
(11.03)
0071
(4.96)

4944
57,655

Table 2 -- continued

(2) X-EFF

-.0207*
(51.41)
-.0077%
(19.49)
-.0065**
(17.18)
.0080*
(20.21)
0147
(36.59)
.0019
(1.20)
.0036
(1.58)
-.0098**
(4.12)
-.0064%
(2.63)
-.0016
(0.63)
.0003
(0.12)
L0056
(8.99)
-.0088**
(10.05)
-.0090**
(10.30)
-.0088**
(10.07)
-.0044%*
(5.04)
-.0022*
(2.48)
.0065*
(4.18)
.0001
(0.05)
-.0098*
(4.66)
-.0126*
(6.10)
-.0128*
(6.26)
-.0033
(1.63)

.6892
57,655

Absolute values of t-statistics are in parentheses ().
** and * indicate significance at the 1 and 5 percent levels, respectively.
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(3) CAP

-.0019*
(9.48)
.0007*
(3.77)
.0020*
(10.94)
.0033*
(17.05)

-.0002
(1.23)
-.0015*
(1.96)
-.0022
(1.90)
-.0046%*
(3.94)
.0014
(1.14)
.0024*
(1.99)
.0027*
(2.12)
-.0036*
(11.77)
.0009*
(2.05)
.0028*
(6.50)
0043
(10.03)
0046
(10.54)
.0029*
(6.50)
.0024*
(3.11)
.0033*
(3.07)
-.0034%
(3.34)
-.0026*
(2.56)
-.0053*
(5.34)
.0001
(0.11)

.8722
57,655



Table 3-- Granger-causality tests.
Partial Results for Subsample Estimations. Four lags.

coefficient t-statistics
estimates  (absolute values)

Dependent variable is NPL
Banks with X-EFF(-1) greater than sample median in every year (N = 12,756, adfUs#aHR).

X-EFF(-1) .0002 (0.02)
X-EFF(-2) 0117 (1.00)
X-EFF(-3) 0133 (1.17)
X-EFF(-4) -.0019 (0.25)
X-EFF(total) .0233%* (3.13)

Dependent variable is NPL
Banks with CAP(-1) less than sample median in individual years (N = 28,826, adjtist&tiR).

CAP(-1) - 1575% (11.99)
CAP(-2) L0855 (6.20)
CAP(-3) .0084 (0.65)
CAP(-4) 0126 (1.35)
CAP(total) -.0510%* (4.86)

Dependent variable is CAP
Banks with CAP(-1) less than sample median in individual years (N = 28,826, adjtist&03R).

NPL(-1) -.0302%* (8.96)
NPL(-2) .0160** (4.32)
NPL(-3) .0110% (3.20)
NPL(-4) .0112% (4.07)

NPL (total) .0080* (2.58)

Dependent variable is CAP
Banks with CAP(-1) greater than sample median in individual years (N = 28,826, adfis&%bR).

NPL(-1) -.0068 (1.45)
NPL(-2) .0067 (1.34)
NPL(-3) .0024 (0.53)
NPL(-4) -.0002 (0.05)
NPL (total) .0021 (0.52)

** and * indicate significance at the 1 and 5 percent levels, respectively.
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Footnotes

1. Although application of Granger-causality methods to microeconomic banking data is unusual, it is not
unprecedented. See Berger (1995).

2. See our longer working paper (Berger and DeYoung 1995) for more details about the intertemporal
patterns and policy and research implications of these four hypotheses.

3. This delay will be exacerbated if managers do not immediately record nonperforming loans. The General
Accounting Office (1990) found evidence that troubled banks systematically underreport nonperforming
loans.

4.Berg, Fgrsund, and Jansen (1992), Hughes and Mester (1993), and others use nonperforming loan to proxy
for loan quality, chiefly because other dimensions of service and product quality are difficult to measure.
Faulhaber (1995) appeals to survey data, and shows that increases in customer satisfaction are associated
with slightly increased costs.

5. NPL is difficult to manipulate by mangers because loans must be reported as nonperforming if the
borrower is past due at least 90 days. Nevertheless, manipulation of NPL could take place by lending the
borrower additional funds to make payments so that the loan does not become past due 90 days. To the
extent that banks delay reporting nonperforming loans, the effects may still be captured in some of our lagged
coefficients.

6. Had we not included these control variables, our model would be equivalent to a vector-autoregressive
(VAR) specification in three variables.

7. RWA is designed to capture credit risk taking into account a number of factors such as the type of
borrower and the existence of collateral and guarantees. The risk weights have been shown to be positively
related to the probability of failure and to some accounting and market measures of risk, although the
correspondence has been shown to be relatively weak (see Avery and Berger 1991, Cordell and King 1995,
Jones and King 1995).

8. Including lagged values of RWA generally does not control for moral hazard behavior. When a bank
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responds to moral hazard incentives by taking increased risks, these risks are likely taken in secret by
substituting higher risk loans for lower risk loamithin a risk-weighted asset loan category, which is not

reflected in RWA.

9. New England includes Connecticut, Maine, Massachusetts, New Hampshire, Rhode Island, and Vermont.
The Southwest includes Louisiana, Oklahoma, and Texas.

10.We acknowledge the possibility of bias if not all the serial correlation is absorbed by the lags. See, for
example, Keane and Runkle (1992).

11. By using annual data, however, we may understate the magnitude of any Granger causation among NPL,
X-EFF, and CAP if a substantial amount of the intertemporal effects associated with our four hypotheses
occur within a year.

12.We estimated equation (4) using maximum likelihood techniques, and imposed the standard symmetry
and homogeneity restrictions on the translog portion of the model. Factor share equations were omitted
because application of the usual cross-equation restrictions would impose the assumption that the given input
proportions were the allocatively efficient ones (see Berger 1993, p. 266).

13.Transactions deposits include demand deposits, NOW accounts, automatic transfer service accounts, and
telephone and pre-authorized transfer accounts. Fee-based income equals gross noninterest income less both
service charges on deposit accounts and gains(losses) from securities and foreign exchange trading. Fee-
based income is included to control for activities other than deposits and loans such as off-balance sheet
activities and trust services.

14.The price of labor equals salaries and benefits divided by the number of full time equivalent workers. The
price of physical capital equals expenditures on equipment and premises divided by the book value of
physical assets.

15. Operating costs (OC) and the numerators used to construct the input prices (W) are flow variables that
reflect accumulated activity over the course of each year, while the output vector (Y) and the input price

denominators are averages of beginning-of-year and end-of-year values. Because the natural log of zero is
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undefined, we added a small positive amount (1, which represents $1,000 of output) to each of the elements
of Y for all banks. A small number of observations were excluded if either assets or total costs were reported
as zero, if input prices could not be constructed, or if constructed input prices were unrealistically large or
small.

16.Because our operating cost measure excludes interest expense, we do not include either financial capital
or the price of borrowed funds in the cost function.

17. The Z values are functions that rescale the InY and thg InW  so that they fall on the interzal [.1*2

.9*27]. See Berger, Leusner, and Mingo (1994) for a derivation of, and a justification for, this truncation.
Because of computational limitations, we included onhjtkel terms in the triple summations.

18.See Bauer (1990) for a review of SFA methods. We cannot use the distribution-free approach because it
only generates long-run estimates of cost efficiency. We cannot use the thick cost frontier approach because
it estimates cost efficiency only for groups of banks. We do not use data envelopment analysis because it is
often difficult to compare the efficiency of individual institutions using this approach. Berger, Hunter, and
Timme (1993) discussed the relative strengths and weaknesses of these approaches.

19.Stevenson (1980) has shown that the truncated normal distribution is more flexible than the typical
assumption of a half normal distribution, which restricts the probability density of the cost inefficiency term

to decrease monotonically across banks. As estimated here, cost inefficiency includes both technical and
allocative inefficiencies.

20.Note that the expected value of InU conditionahas an imperfect estimate of actual inefficiency

because the SFA process does not completely disentangle inefficiency from random error. For example, an
efficient bank that experiences bad luck will have a high residual. The SFA estimation process will attribute
part of residual to randomness and the other part of residual to inefficiency, even if the residual is strictly due
to bad luck.

21.Average X-EFF fell from .9466 to .8780 (statistically different from each other at the 1% level) when we

imposed both the translog and the half normal restrictions on the cost model using 1994 data (the lower of
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these two averages remains slightly higher than estimates found elsewhere in the literature). An F-test of
whether the coefficients on the trigonometric terms were jointly equal to zero rejected the null hypothesis of a
translog specification at the 1% level, consistent with banking studies by McAllister and McManus (1993),
Berger, Leusner and Mingo (1994), and Mitchell and Onvural (1996). Results were similar using annual data
from other years in our data set.

We also found statistically significantly lower levels of X-EFF when we imposed only the transhay
half normal restrictions on the cost model. When the translog was substituted for the Fourier-flexible form
(but the truncated normal distribution was retained for InU), average X-EFF fell from .9466 to .8989
(significantly different at the 1% level) using 1994 data. When the half normal was substituted for the
truncated normal (but the Fourier-flexible functional form was retained), average X-EFF fell from .9466 to
.9191 (significantly different at the 1% level) for 1994 data. Again, an F-test rejected the translog null
hypothesis at the 1% level. Relative to the half normal model, the distribution of estimated InU in the
truncated normal model was shifted to the left. This leaves less mass in the truncated normal tail of InU,
which may explain in part why our estimates of inefficiency are smaller than in most existing studies that use
the half normal.

Note that measured inefficiency need not have decreased when we improved the fit of the cost function by
substituting the Fourier-flexible for the translog, although a decrease is very likely when the fit is improved.
The theoretical assumptions underlying the SFA method are that InV contains all of the measurement error
including specification error, that InU contains only inefficiency, and the two terms are independent.

Improving the specification causes the variance of InV to decrease, but this does not affect the variance of the
theoretical InU term, which by definition does not contain any specification error. Howevestithatesof

InU could either increase or decrease on average. That is, as the location of the estimated efficient cost
frontier becomes more accurate and the two-sided errors become smaller, the measured one-sided deviations
from the efficient frontier could become either smaller or larger on average. For example, if adding Fourier

terms had pushed down the estimated cost frontier in a certain region of the data, then the estimates of InU for
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firms in that region could have increased as the frontier moved further away from them -- all else equal, such
a change may have increased average inefficiency for the entire sample.

22. These calculations reflect only the direct effect of changes in lagged Y on current Y because these direct
effects are the most appropriate measures for the hypotheses we are testing. We exclude indirect effects --
such as the effect of lagged Y on current Y through other lagged values of the Y’s -- from our calculations in
order to avoid mixing the intertemporal effects associated with our four different hypotheses.

23.We select all subsamples used in the regressions on the basis of lagged values rather than
contemporaneous values of the endogenous variables in order to reduce sample selection bias. For this
subsample, we required banks to be relatively cost efficient in every year, rather than just in individual years,
to avoid including banks that only appeared to be efficient in individual years because they were skimping.
This sampling procedure ensures that we observed only long-run cost efficient banks -- long-run cost-
efficient skimpers as well as long-run cost-efficient non-skimpers.

24.Perhaps surprisingly, when the NPL equation is estimated for the entire sample of banks, the sum of the
lagged CAP coefficients is positive and significant (see Table 2). There may be several reasons for this
population-wide result. If banks anticipate high nonperforming loans in the future, they may act to raise
capital in advance to provide a cushion against the associated loan losses. Alternatively, banks with high
capital may be relatively less concerned about insolvency risk, and hence are more likely to skimp on loan
monitoring, underwriting, and control. Finally, bank owners may elect to hold high capital to encourage
normally risk-averse bank managers to take greater portfolio risks, yielding greater future nonperforming
loans.

25. A survivor bias in our data may be one of the reasons for this result. Because we use end-of-year data we
only observe the low-capital banks that survived the year, not the low-capital banks that failed during that
year. A total of 1,290 commercial banks failed from 1985 through 1994, or an average of 129 per year. The
expected negative relationship between problem loans and equity capital was probably very strong in these

banks, because they essentially lost all of their capital.

28



29



