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Abstract: In this paper, I address the directionality issue posed by conversion in English through an
investigation of category mismatch under VP-ellipsis, a less-studied type of ellipsis mismatch. For
example, certain nouns, such as graduateN and sneezeN, allow the ellipsis of the VP headed by their
morphologically related verbal counterparts, graduateV and sneezeV, but not vice versa. I argue that
this kind of directional asymmetry, which would be mysterious under a purely semantic identity
approach to ellipsis, based on truth-conditional equivalence and mutual entailment, is accounted for
in terms of the syntactic identity condition to the effect that the structure of an ellipsis site must be
properly contained within the structure of its intended antecedent expression. I will then use this
syntactic account of category-mismatched VP-ellipsis as a critical probe into the internal syntax of
zero-related N-V pairs and show that both N→V and V→N word-based derivations, in addition to
the root-based derivation, must be admitted to account for conversion in English. To the extent that
my proposed analysis is on the right track, the kind of asymmetries observed in N-V conversion
furnishes an excellent testing ground for an abstract syntactic derivation for these morphologically
related word pairs.

Keywords: category-mismatched VP-ellipsis; syntactic identity condition; directional asymmetry;
conversion; distributed morphology; phase theory; nominalization

1. Introduction

The purpose of this paper is to address the directionality issue posed by conversion
in English through category-mismatched VP-ellipsis, a less-studied type of mismatch
under ellipsis (Johnson 2001; Fu et al. 2001; Hardt 1993; Kehler 2002; Merchant 2013a;
Nakamura 2013a).1

The starting point of this paper is a certain directional asymmetry under VP-ellipsis.
For example, certain nouns, such as graduateN and sneezeN, may serve as an antecedent
for VP-ellipsis headed by their morphologically related verbal counterparts, graduateV and
sneezeV, but the latter cannot license the ellipsis of the NP headed by the former. I argue that
this kind of directional asymmetry is best accounted for in terms of the syntactic identity
condition imposed on zero-related N-V pairs to the effect that the syntactic structure of
an antecedent expression must properly contain the syntactic structure of the ellipsis site
(Merchant 2008, 2013a, 2013b).

Having established the validity of the syntactic identity condition in this empirical
domain, I will then use the condition as a critical litmus test in the abstract syntactic
derivation of zero-related N-V pairs to address the familiar directionality issue concerning
those pairs. This issue is essentially which member of each zero-related pair is derived
from the other (N→V or V→N) (see Marchand 1963, 1964; Kiparsky 1982a, 1982b; Arad
2003; Harley and Haugen 2007 and numerous works cited therein on this issue).

The present paper is structured as follows. In Section 2, I will review some representa-
tive data, concerning voice mismatch under VP-ellipsis, that support a syntactic identity
condition on ellipsis (Merchant 2008, 2013a, 2013b) over a semantic identity condition
based on mutual entailment or truth-conditional equivalence between the ellipsis site and
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its antecedent (Dalrymple et al. 1991; Hardt 1993; Merchant 2001). In Section 3, I will
introduce a wide range of examples in English to illustrate a directional asymmetry under
category-mismatched VP-ellipsis whereby one member of a zero-related N-V pair may
serve as an antecedent for the ellipsis of the phrase headed by the other member but not
vice versa. I will then develop an account of the directional asymmetry in question within
the framework of distributed morphology (hereafter, DM) that aligns with the indepen-
dently motivated syntactic identity condition in Section 2. Having established the necessity
of syntactic identity in category-mismatched VP-ellipsis, in Section 4, I will use it as a
critical probe into the abstract syntax underlying zero-related N-V pairs to address the
directionality issue concerning those pairs. I will provide novel evidence to show that
both derivational patterns, N→V and V→N, in addition to the root-based derivation (Arad
2003), must be admitted into grammar to properly account for the entire range of possible
directional asymmetries exhibited by conversion in English. Section 5 is the conclusion.

2. Syntactic Identity Condition on Ellipsis: Voice Mismatch under VP-Ellipsis

The (im)possibility of various forms of mismatch between an ellipsis site and its
antecedent expression has proven to be a critical litmus test for the proper identification
of identity conditions on ellipsis. Broadly speaking, three lines of approach have been
articulated in the theoretical literature to illuminate the nature of the relevant conditions,
though the relevant approaches are by no means necessarily mutually exclusive.

The first line of approach, represented by works such as Dalrymple et al. (1991)
and Hardt (1993) and Merchant (2001), among many others, focuses on tolerable elliptical
mismatches as supporting semantic identity conditions on ellipsis. The second line of
approach, espoused by various researchers, including Chung (2013), Chung et al. (1995),
Sag (1976), Hankamer (1979), and Merchant (2008, 2013a, 2013b), is centered instead around
intolerable elliptical mismatches to argue for some version of syntactic identity conditions
on ellipsis. The third line of approach, exemplified by works by Kehler (2000, 2002) and
Kertz (2008, 2010), argues that ellipsis licensing is best characterized at the level of the
discourse or information structure instead of syntactic or semantic structures.

In this section, I will review some representative data, concerning voice-mismatched
VP-ellipsis (Merchant 2008, 2013a, 2013b), that support the syntactic identity condition on
ellipsis. I will keep this review to a minimum, for it is simply to set the stage for a detailed
discussion, in Section 3, on the fine syntactic derivation underlying zero-related N-V pairs
exhibiting a directional asymmetry under category-mismatched VP-ellipsis.

It is widely acknowledged in the literature (see Sag 1976; Dalrymple et al. 1991; Hardt
1993; Kehler 2000, 2002; Johnson 2001; Merchant 2008, 2013a, 2013b; Kertz 2008, 2010; Naka-
mura 2013b; Stockwell 2024, among many others) that in VP-ellipsis, a passive antecedent
may license an active elliptical VP and vice versa. Prima facie, this very possibility of “voice
mismatch” is problematic for any strict syntactic-identity-based approach to VP-ellipsis, for
the voice specifications are different between the antecedent–elliptical VP pair in apparent
violation of the syntactic identity condition.

Merchant (2008, 2013a, 2013b) argues, however, that upon closer examination, it is
actually a semantic-identity-based approach that has difficulties accounting for the VP-level
voice-mismatch phenomenon. To illustrate this argument, consider examples in (1–2).

(1) VP-ellipsis: Voice mismatch acceptable
a. This problem was to have been looked into, but obviously nobody did.
b. The janitor must remove the trash whenever it is apparent that it should be.

(Merchant 2008, p. 169)
(2) Pseudogapping: Voice mismatch unacceptable

a.* Roses were brought by some, and others did lilies.
b.* Some brought roses, and lilies were by others.

(Merchant 2008, p. 170)

Merchant (2008, 2013a, 2013b) observes that the contrast in grammaticality between
(1) and (2) is problematic for a purely semantic identity condition based on mutual entail-
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ment. More specifically, his reasoning is that because passive and active VPs entail each
other, the voice mismatch pattern shown in the pseudogapping examples should be just as
grammatical as that in the VP-ellipsis examples, clearly a wrong result.

Merchant argues instead that the asymmetry between VP-ellipsis and pseudogapping
with respect to voice mismatch is better explained through a syntactic identity condition
if the latter targets a vP that contains a v-head specified for voice, whereas the former
targets a smaller constituent, VP, to the exclusion of the v-head. To illustrate how this size-
based syntactic analysis works, consider the relevant parts of the syntactic structures for the
antecedent and elliptical VPs in (1a) and (2a), shown in (3a, b) and (4a, b), respectively. Here,
VPA and VPE stand for the antecedent and elliptical VPs, and E stands for the [E]-feature,
which is hypothesized by Merchant to license the ellipsis of its sister constituent under the
condition of focus-assisted mutual entailment between VPA and VPE (see Merchant 2008,
2013a, 2013b for technical details on the nature and function of [e]-feature).

(3) a.
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VPE in (3b) may undergo VP-ellipsis because it is syntactically identical to VPA in (3a). The
syntactic identity condition is met here because the specified voice values borne by the
v-heads are located outside the ellipsis site and the antecedent expression. VPE in (4b), by
contrast, may not undergo pseudogapping, analyzed here as a case of vP-ellipsis preceded
by overt focus movement of the remanent (Jayaseelan 1990; Lasnik 1995; Takahashi 2004;
Gengel 2013), because the active voice feature value contained within the vPE clashes with
the passive voice feature value contained within the vPA in (4a), violating the syntactic
identity condition on ellipsis.

In this way, the voice mismatch contrast exhibited in (1) vs. (2) receives a principled
explanation in terms of syntactic identity once we take the size of the ellipsis site in the two
elliptic constructions—VP in VP-ellipsis and vP in pseudogapping—into account.2 In the
rest of this paper, I will assume this syntactic-identity-based approach to VP-ellipsis as my
point of departure to explore the syntactic derivation and directionality of conversion.3

3. Category-Mismatched VP-Ellipsis: Directional Asymmetries and Syntactic Identity

Hardt (1993) was the first to observe that certain nouns can serve as an antecedent
for the ellipsis of the VP headed by their morphologically related verbs. Some illustrative
examples of this category-mismatched VP-ellipsis from Hardt (1993) and those culled from
the literature are shown in (5–10). See also Kehler and Ward (1999), Johnson (2001), Kehler
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(2002), Tanaka (2011), Merchant (2013a), Nakamura (2013a), Miller and Hemforth (2014),
Park and Choi (2019), and Kim (2020) for further examples of this type.

(5) People say that Harry is an excessive drinker at social gatherings. Which is strange, because
he never does [VP . . .] at my parties.

(Hardt 1993, p. 35)
(6) Today, there is little or no OFFICIAL harassment of lesbians and gays by the national

government, although autonomous governments might [VP . . .].
(Hardt 1993, p. 35)

(7) We should suggest to her that she officially appoint us as a committee and invite faculty
participation. They won’t [VP . . .], of course.

(Hardt 1993, p. 35)
(8) Mubarak’s survival is impossible to predict and, even if he does [VP . . .], his plan to make

his son his heir apparent is now in serious jeopardy.
(Miller and Hemforth 2014, p. 7)

(9) Since they don’t have anyone to replace her, her resignation is in doubt. If she does [VP . . .],
. . ..

(Miller and Hemforth 2014, p. 7)
(10) a.? That man is a robber, and when he does [VP . . .], he tries not to make any noise.

b.* That man is a thief, and when he does [VP . . .], he tries not to make any noise.
(Merchant 2013a, p. 447)

Merchant (2013a, p. 447) notes that the semantics of (10a) and (10b) are identical, yet
only the latter ends up being an ungrammatical case of category-mismatched VP-ellipsis.
He argues, based on this contrast, that syntactic identity, not semantic identity, plays a role
in licensing VP-ellipsis, suggesting that the noun robber, but not the noun thief, includes a
VP in its internal syntax and so this abstract VP licenses the ellipsis of the identical VP in
the elliptical cause in (10a). I will come back to a detailed analysis of the contrast between
(10a) and (10b) in Section 4.3. For now, it suffices to say that to the extent that Merchant’s
suggestion of this contrast can be maintained, it lends further support to the general
syntactic identity approach to VP-ellipsis, adopted in this paper as the most important
heuristic assumption to explore the syntax of N-V conversion in English.

3.1. Directional Asymmetries under Conversion N-V Pairs and Syntactic Identity

Note that all the examples of category-mismatched VP-ellipsis given above exhibit
a clear morphological sign of derivational direction. That is, the verbs contained at the
ellipsis site are morphologically derived from the nouns in the antecedent clause by overt af-
fixation (i.e., drink→drinker, harass→harassment, participate→participation, survive→survival,
resign→resignation, rob→robber). For such cases, then, it seems uncontestable that deverbal
nouns license the ellipsis of the VP headed by their verbal bases.

Significantly, situations are not clear when the category mismatch in question involves
an N-V pair supposedly derived through conversion or zero derivation. One of my central
findings in this paper is the presence of directional asymmetry in N-V conversion under
VP-ellipsis, a pattern first pointed out in an unpublished manuscript by Tan (2018). Tan
points out that configurations that yield grammatical instances of category-mismatched
VP-ellipsis in the context of conversion are restricted to those where the antecedent clause
contains the noun of a zero-related N-V pair, followed by the ellipsis of the VP headed by
its verbal counterpart; the acceptability of configurations with their roles and positions
reversed is mixed, ranging from marginality to complete unacceptability. Tan’s original
examples, illustrating the relevant directionality asymmetry, are shown in (11). A few more
examples supporting the same asymmetry, which involve several other N-V conversion
pairs, are also given in (12–14).4
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(11) a. Allow us to treat you like a [N graduate] before you do [VP graduate].
b.?? You must [V graduate] before we end up treating you like one [NP graduate].

(Tan 2018: his (1))
(12) a. I’ve been working on [N divorce] for so long. I hope I don’t [VP divorce] myself.

b.? Although some people have decided that they definitely [N divorce] their spouse, they
have no clue how to file for one [NP divorce].

(13) a.? I heard a loud [N sneeze] in the other room, and then I almost did [VP sneeze] myself.
b.*? Someone [V sneezed] loudly, and then I heard another [N sneeze] from over there.

(14) a. The police quashed the [N protest] in Chicago before angry mobs in other cities
attempted to [VP protest].

b.?? Lots of people were [V protesting]. The last time I saw one [NP protest] this big was in
the university riots of the 1960s.

It is clear that a strict semantic-identity-based approach, like the one based on logical
equivalence or mutual entailment (Dalrymple et al. 1991; Hardt 1993; Merchant 2001), is
doomed to failure in the face of the contrast in grammaticality between the (a) examples
and the (b) examples in (11–14). To take (11a, b), for instance, because a graduate is
someone who has graduated and received a university degree after having successfully
completed a course of study or training, the antecedent and elliptical VPs headed by
the noun and its verbal variant mutually entail each other. Accordingly, the semantic-
identity-based approach wrongly predicts there to be no contrast between these two
examples. Note further that a root-based identity approach to conversion (Arad 2003) is
also difficult to maintain in those cases. Such an approach would say that the ellipsis of a
VP is licensed as long as the root contained at the ellipsis site is identical to that contained
within the structure-matching antecedent. It would then predict both (11a) and (11b) as
being grammatical, a wrong result, for only the N→V pattern is actually grammatical.

Why is there a directionality asymmetry of the kind illustrated in (11–14)? Adopting a
word-based syntax of conversion/zero-derivation pioneered by Kiparsky (1982a, 1982b),
as opposed to a root-based syntax (Arad 2003), I propose that the noun graduateN has
a VP in its syntactic derivation, which properly contains the structure underlying the
morphologically related verb graduateV. According to this analysis, the relevant parts of the
antecedent and the ellipsis sites in (11a, b) are as shown in (15) and (16), respectively.

(15) category mismatch under conversion: graduateN→graduateV (grammatical, (11a))
a. Antecedent clause b. Elliptical clause
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Latinate root grad(us) meaning ‘a step’, including gradual, gradually, graduation, graduand,
grade, and gradation. For brevity’s sake, however, I simply notate this complex root under a
single root node, as shown in (15) and (16). Here, I also follow the spirit of Lowenstamm’s
(2015) proposal that derivational affixes in English are not spell-outs of the category-
defining heads, as commonly assumed in the mainstream DM framework (Marantz 1997,
2001, 2007; Arad 2003; Marvin 2003), but are themselves roots whose category is instead
determined by the nature of a higher categorizing functional head, such as v, n, and a.
Thus, the roots

√
grad and

√
ate are merged to yield a complex root. The complex root,

in turn, yields the verbal graduate and the nominal graduate, depending on whether it is
merged with the verbalizing (v) or the nominalizing (n) head. In (15), the ellipsis of the vPE

is licensed, as per the syntactic identity condition introduced in Section 2, because it has an
identical vP in vPA in the antecedent. Such is not the case with (16), where the to be elided
nPE has no syntactically identical constituent in the antecedent.

The present analysis of the directional asymmetry illustrated in (11–14) entails that
nominals, such as graduateN, divorceN, sneezeN, and protestN, are deverbal not denominal.
This particular result presents a novel type of evidence against deriving zero-related
conversion pairs through the common root, but instead speaks in favor of a word-based
syntactic derivation of such pairs, as originally envisaged in Kiparsky’s (1982a, 1982b)
theory of conversion in Lexical Phonology (see Sections 4.1 and 4.2 for a relevant discussion
on Kiparsky’s theory as it pertains to the directionality of conversion).

It is important to complete my analysis of directional asymmetry by making sure that
the (b) examples in (11–14) involve NP-ellipsis so that the asymmetry in question indeed
holds true for conversion to begin with; otherwise, the examples may not involve any
ellipsis, and hence the pairs in those cases do not constitute a genuine case of category-
mismatched VP-ellipsis. Llombart-Huesca’s (2002) analysis of one-constructions provides
independent evidence to show that the (b) examples do involve NP-ellipsis (see also Saab
and Lipták 2015 for a DM-style analysis of NP-ellipsis as nP-ellipsis based on the possibility
of number mismatch between antecedent–elliptical noun phases in Hungarian and Spanish).
Llombart-Huesca argues that one-constructions in English, exemplified by sentences like I
like that book better than this *(one), are derived through NP-deletion in the PF component, as
schematically depicted in (17).

(17)
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In this representation, one is inserted under Num as the last resort to give phonological
support to the head, which would remain stranded if the deletion of the host NP on its
right took place. Llombart-Huesca shows that this NP-ellipsis analysis is supported by the
fact that the relevant construction permits strict/sloppy ambiguities, as shown in (18b), on
par with bona fide cases of NP-ellipsis, such as the one in (18a), a standard diagnostic test
for ellipsis (Sag 1976; Williams 1977).5
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(18) a. I saw Janet’s picture of her cat and Jack saw Julie’s.
strict reading: Jack saw Julie’s picture of Janet’s cat.
sloppy reading: Jack saw Julie’s picture of Julie’s cat

b. I saw Janet’s beautiful picture of her cat, and Jack saw Julie’s ugly one.
strict reading: Jack saw Julie’s ugly picture of Janet’s cat.
sloppy reading: Jack saw Julie’s ugly picture of Julie’s cat.

(Llombart-Huesca 2002, p. 60)

As an anonymous reviewer points out, the availability of a sloppy interpretation
is not a fool-proof test because overt pronominals are also known to give rise to such
an interpretation in so-called paycheck contexts, as illustrated in the following celebrated
example from Karttunen (1969):

(19) The mani who gave hisi paycheck to his wife is wiser than the manj who gave it (= hisj
paycheck) to hisj mistress.

(Karttunen 1969, p. 114)

It is important to note that the one-construction does not require such a special context
to induce a sloppy interpretation, unlike the paycheck pronoun in (19). This observation
thus supports the view that the construction in question involves NP-ellipsis. Furthermore,
Elbourne (2001) argues that the definite pronoun in paycheck contexts is the definite article
under D so that the relevant part of the underlying derivation for the pronoun is as shown
in (20), where the complement of the D head subsequently undergoes NP-ellipsis:

(20) . . . the mani who gave [DP it [NP paycheck of himi]] to hisi mistress.

To the extent that Elbourne’s analysis is right, the availability of the sloppy reading in
(19), upon closer reflection, can actually be made consistent with the standard view that a
sloppy interpretation diagnoses ellipsis.

3.2. Tying Up Some Loose Ends

In this section, I would like to address a number of questions concerning more precise
details of my proposed analysis of the V→N conversion pair in (11–14), as pointed out to
me by two anonymous reviewers.

The first question with my proposed analysis comes from its key assumption that the
directional asymmetry discussed in this section is due to the noun being derived from a
verbal base. At first sight, this assumption seems hard to sustain in the face of examples
like (5–6), repeated here as (21–22), with the intended VP denotation filled in.

(21) People say that Harry is an excessive drinker at social gatherings. Which is strange, because
he never does [VP drink excessively] at my parties.

(Hardt 1993, p. 35)
(22) Today, there is little or no OFFICIAL harassment of lesbians and gays by the national

government, although autonomous governments might [VP harass lesbians and gays].
(Hardt 1993, p. 35)

To take (21), for instance, the most natural reading of the elided VP is drink excessively.
Under my syntactic approach, this means that the adjective excessive, modifying the derived
nominal drinker within the NP, must start out as an adverb within the VP before the base
structure is transformed to the NP via some “transformation” available in the contemporary
syntactic/DM literature. Whatever transformation would relate the NP excessive drinker to
the VP drink excessively in a way reminiscent of the generative semantics approach (Lees
1960) seems overly powerful and otherwise unmotivated elsewhere (Chomsky 1970). At
the same time, however, the observation remains that VP-ellipsis in (21) does denote the VP
drink excessively, indicating that the antecedent NP must somehow contain some suitable
VP-like expression. A similar observation holds true for the example in (22), wherein the
VP is the most naturally interpreted as denoting harass lesbians and gays. The question, thus,
is how to resolve this conundrum.

I propose that the antecedent NP excessive drinker has the syntactic structure, as shown
in (23). In this structure, there is indeed the VP base, [VP drink excessively]. The V head
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drink undergoes head movement first into the root
√

er and then into the nominalizing n
head to yield the derived nominal drinker (Recall that I am following Lowenstamm 2015
root theory of derivational affixes; see my previous discussion below (15–16)). Additionally,
the structure simply has the adjective excessive within the nP portion dominating the VP
without assuming any sort of adverb-to-adjective transformation.

(23)
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Assuming this structure, it is clear how particular details within the abstract syntax of the 

antecedent nominal correctly feed into my current theory of ellipsis based on syntactic 

identity. The elided VPE means drink excessively because it has an identical antecedent in 

vPA. Indeed, there is an independent argument showing that expressions like excessive 

drinker have an underlying VP base. Clearly, the degree adjective excessive modifies some 

Assuming this structure, it is clear how particular details within the abstract syntax of the
antecedent nominal correctly feed into my current theory of ellipsis based on syntactic
identity. The elided VPE means drink excessively because it has an identical antecedent in
vPA. Indeed, there is an independent argument showing that expressions like excessive
drinker have an underlying VP base. Clearly, the degree adjective excessive modifies some
pre-nominalized form of drink because it modifies the drinking action, not the person (*He is
an excessive person). Thus, the relevant NP has a structural mismatch, [[excessive-drink]-er].

This VP base analysis is further supported by the minimal pair shown in (24a, b).

(24) a. People say that Harry is an excessive drinker of tequila at social gatherings. Which is
strange, because he never does [VP drink tequila excessively] at my parties.

b. People say that Harry is a picky drinker of tequila at social gatherings. Which is
strange, because he never does [VP drink tequila (*in a picky manner)] at my parties.

Example (24a) is minimally different from (24b) in the choice of the pre-nominal modifiers:
excessive and picky. The latter must describe the person’s character, not the drinking action.
Indeed, the ellipsis site in (24b) cannot mean drink tequila in a picky manner, unlike in (24a),
where the elided VP most naturally means drink tequila excessively. This minimal semantic
contrast thus indicates that there is an abstract VP base underlying excessive drinker, as
shown in (23).

A similar argument for the VP base analysis can be made on the basis of other minimal
pairs shown in (25a, b) and (26a, b).

(25) a. Olga is a beautiful dancer.
Intersective reading: Olga is a dancer, and she is beautiful.
Non-intersective reading: Olga dances beautifully.

b. Olga is a beautiful ballerina.
Intersective reading: Olga is a ballerina, and she is beautiful.
* Non-intersective reading: Olga dances ballet beautifully.

((25a) from Larson (1998, p. 145); (25b) from Winter and Zwarts 2019, p. 642)
(26) a. Mike is a happy singer.

Intersective reading: Mike is a singer, and he is a happy person.
Non-intersective reading: Mike sings happily.

b. Mike is a happy chorister.
Intersective reading: Mike is a singer in a church choir, and he is a happy person.
* Non-intersective reading: Mike sings happily as a member of a church choir.

(cf. Belk 2013)
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As pointed out by Larson (1998), the NP a beautiful dancer in (25a) is ambiguous between
a dancer who is beautiful (but may not be good at their craft) and someone who dances
beautifully (but may not be physically attractive). Interestingly, the NP a beautiful ballerina
in (25b) is unambiguous, giving rise to only the former reading ‘Olga is a ballerina and
beautiful’, despite the fact that ballerina is intuitively related to the dancing action as much
as dancer is.6 This contrast is naturally accounted for under the abstract VP base analysis.
That is, the derivation of dancer involves the abstract VP base, where dance is modified
by beautifully below the nP layer in the manner depicted in (23), whereas the derivation
of ballerina does not have the VP base to support the manner adverb reading. The same
analysis is supported by (26a, b). Example (26a) means either that Mike is a happy person
or that Mike can sing happily, but (26b) lacks the reading that Mike sings happily as a
member of a church choir. This contrast is analyzed as a straightforward consequence
of my current analysis, whereby singer, not chorister, involves the nominalization of the
abstract VP base.

Note that the current analysis predicts that the nominals in (25a) and (26a), but not
those in (25b) and (26b), should be able to antecede the ellipsis of the VP headed by the verb
of the hidden VP in their syntactic derivation. Examples (27–28) show that this prediction
is indeed borne out.

(27) a. Olga is a beautiful dancer, so when she does, the audience is mesmerized by the
adroitness of her movements.

b.* Olga is a beautiful ballerina, so when she does, the audience is mesmerized by the
adroitness of her movements.

(28) a. Mike is a happy singer, and when he does, he is so adorable.
b.* Mike is a happy chorister, and when he does, he is so adorable.

The second question, related to the first question, is concerned with the relationship of
the entity/result reading of deverbal nominals with VP-ellipsis. The noun graduateN has an
entity/result reading (‘someone who has graduated’) but has no complex event nominal
reading (Grimshaw 1990), unlike graduation. Given this fact, how does my proposed
analysis ensure that this type of entity/result nominalization yields the antecedent vP to
license VP-level ellipsis in the elliptical clause as required?

As stated in the paragraph directly below (16), it is reasonable to assume that the noun
graduate is composed of the two bound roots

√
grad(u) and

√
ate. Note that, as pointed

out by Harley (2009), the root
√

ate (the verbalizing functional head -ate for Harley) is
among the candidates for overt v-morphemes in English, for the root form occurs with a
variety of verb classes, including causative verbs, causative/inchoative alternation verbs,
unaccusative verbs, and unergative verbs, as shown in (29a–d), respectively.

(29) a. causative verbs:
complicate, calculate, commemorate, pollinate, decorate, regulate, and disambiguate

b. causative/inchoative alternation verbs:
coagulate, activate, detonate, dilate, oscillate, correlate, levitate, and separate

c. unaccusative verbs:
capitulate, deteriorate, gravitate, and stagnate

d. unergative verbs:
dissertate, elaborate, ejaculate, commentate, hesitate, undulate, lactate, and vibrate

(Harley 2009, pp. 329–30)

Under the assumption in the DM framework that “every piece of morphology must have a
structural correlate” (Harley 2009, p. 342), the inclusion of the root form

√
ate in the noun

graduate suggests itself as further indication that its syntax contains a hidden VP base.
Returning, now, to the question above—how the entity/result reading is obtained

through the vP structure that would otherwise give rise to the process reading, I follow
Harley’s (2009) hypothesis that process nominals, inherently mass nouns, are coerced into
being count nominals through their merger with a higher functional “packaging” head, such
as Num and Cl(assifier), a process that concurrently results in the elimination of the original
argument(s), if any. The intuition behind Harley’s hypothesis is that such a packaging head
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is used to delimit the event/entity, but the existence of any argument inherited from the
verbal base, if any, blocks the head from delimiting it, for the same event/entity cannot be
delimited twice in two different manners. Applied to the present case, this analysis correctly
yields the result that the NP, a graduate, with an indefinite determiner—a morphosyntactic
indication of the entity/result reading (Grimshaw 1990; see Lieber 2016, though, for some
counterexamples to Grimshaw’s theory of complex/simplex/result nominals)—gives rise
to the result reading despite having an abstract VP-level syntax. The relevant coercion
process converting a mass process nominal to a count entity nominal is depicted in (30).

(30)
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In this structure, the complex root, composed of
√

grad(u) and
√

ate, is first merged with the
verbalizing functional head (v). The result is the process verb graduate, a verb, which thereby
may license the ellipsis of the vP headed by graduateV, as shown in (11a). Subsequently, this
vP is further merged with the nominalizing n head and then with the delimiting Num head
to yield the entity/result reading, as per Harley’s proposal.

Admittedly, there is one problem with my proposed answer to the question concerning
the derivation of the entity/result reading from the process VP base. The problem is that
the current system, as it is, would seem to predict that the two morphologically related
nouns—graduateN and graduationN—should behave identically with respect to VP-hood
diagnostics but they, in fact, do not. For example, the latter may, but not the former, serve
as an antecedent for do so replacement and occur with a VP-level adverbial, two diagnostics
for the VP structure within process nominalizations (Fu et al. 2001). This point is shown by
the contrast between (31) and (32).

(31) a.? Yosuke’s graduation from the University of Arizona happened in 2008, but Mike’s
doing so happened from the University of Toronto in 2006.

b.? Yosuke’s graduation from the University of Arizona swiftly impressed the hiring
committee at the University of British Columbia in 2008.

(32) a.* Yosuke is a 2008 graduate from the University of Arizona, but Mike’s doing so from
the University of Toronto happened in 2006.

b.* Yosuke is a 2008 graduate from the University of Arizona, which impressed the hiring
committee at the University of British Columbia in 2008.

Here is one tentative solution to this problem, though I must leave a further investi-
gation of it for future research. The solution owes itself to Alexiadou’s (2001)/Alexiadou
et al.’s (2007) cross-linguistically robust observation that the possibility of adverbial modifi-
cation requires the presence of aspect; without it, the modifier in question must syntactically
surface, with adjectival morphology licensed instead within the nominal layer superim-
posed on a verbal base (see Hamm 1999 for further evidence for the correlation between
aspect and adverbial modification based on three different types of nominalizations in
Akatek Maya). Let us hypothesize, then, that the overt nominalizer -(a)tion selects an
aspect phrase, or an event phrase in the sense of Travis (2010), whereas the zero nomi-
nalizer (Ø) selects a verbal base, such as vP (which, by itself, is not associated with any
aspectual information). Given this hypothesis, the relevant parts of the derivations for
the two deverbal nouns—graduationN and graduateN—will be represented as shown in
(33) and (34), respectively.
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(33) graduationN (34) graduateN
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The contrast between (31b) and (32b) now falls into place. The adverb swiftly in (31b)
is licensed by the presence of the Asp head in (33), but it may not appear in (32b) because
of the lack of this functional head, as shown in (34). Note that this account can also be
extended to account for the fact that what semantically modifies the actions denoted by
process nominals must appear instead as a pre-nominal adjective, as illustrated in (5).

The contrast between (31a) and (32a) is also to be attributed to the presence vs. absence
of the Asp head, granted that the complex root

√
grad(u)ate is a stative root. It is well-known

that the do so pro-form cannot substitute stative VPs, such as know, unlike non-stative verbs,
such as chase, as shown in (35a, b).

(35) a. * Susan knew John, but Karen didn’t do so.
b. Susan chased John, but Karen didn’t do so.

The Asp head in (33), specified with the [+bounded] feature, serves to derive a telic event
named by the complex root. The pro-form then can successfully target the resulting “ex-
tended” vP. The derivation in (34), by contrast, lacks this head. As such, the vP, derived
through merger of the stative root with the verbalizing v head, remains stative. Conse-
quently, this constituent cannot be substituted by the pro-form because of the stativity
restriction. Recall that the vP in (34) serves as an antecedent for vP-ellipsis, as attested in
(11a). This result is entirely consistent with my present analysis, for VP-ellipsis is free from
the stativity restriction imposed on do so, as shown by the grammaticality of (36a).

(36) a. Susan knew John, but Karen didn’t [VP . . .].
b. Susan chased John, but Karen didn’t [VP . . .].

4. On the Directionality of Conversion: A View from Category-Mismatched VP-Ellipsis

In the previous section, I have argued that the directional asymmetry observed in
category-mismatched VP-ellipsis with deverbal nominals, like graduateN, receives a struc-
tural explanation in terms of a word-based syntactic structure underlying them, which
postulates an abstract VP structure in it, thereby licensing the ellipsis of the VP headed
by graduateV. The purpose of this section is to take this result a step further and explore
empirical ramifications of the proposed analysis for the so-called directionality issue raised
by conversion. Essentially, the issue is which member of a particular zero-derived N-V
pair is the base form from which the other form is derived? I will show that the syntactic
identity condition on ellipsis allows us to shed light on this issue, when coupled with a
phase-theoretical rendition of Kiparsky’s (1982a, 1982b) stratum-based theory of conversion.

4.1. Category-Mismatched VP-Ellipsis under V→ N and N→ V Conversions

Kiparsky’s (1982a, 1982b) theory of lexical phonology postulates that the lexicon is or-
ganized in a series of ordered lexical strata, each of which functions as the defining domain
of the application of a restricted range of phonological/morphological rules characteristic
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of each stratum. As one of the primary motivations for this stratum-based approach to
word formation, Kiparsky develops an eclectic analysis of conversion in English (see also
Arad 2003 for a DM-based reanalysis of the same phenomenon in English and Modern He-
brew in terms of the dichotomy between root-derived and word-derived word formation;
see also Section 4.3). Kiparsky draws on evidence from bisyllabic word stress placement,
relative productivity, and the degree of segmental phonological rules to show that nouns
are formed from verbs at stratum 1, yielding deverbal nouns, whereas it is verbs that are
formed from nouns at stratum 2, yielding denominal verbs.

Deverbal nouns formed at stratum 1 are accompanied by changes in the location of the
primary word stress, as shown in zero-related pairs listed in (37). This stress shift occurs
here because a word stress rule in English operating at stratum 1 places the main stress on
the final syllable of a verb and on the first syllable of a noun. By contrast, denominal verbs,
illustrated by N-V pairs as in (38), do not exhibit a stress shift. These examples are formed
at stratum 2, where these verbs escape the application of the aforementioned stress rule
that holds at stratum 1. As a result, they inherit the stress pattern from their nominal bases.

(37) Stratum 1: verb→noun (deverbal noun), accompanied by a shift in the primary stress
torméntV→tórmentN, transférV→tránsferN, digéstV→dígestN, progréssV→prógressN,
convíctV→cónvictN, and survéyV→súrveyN

(38) Stratum 2: noun→verb (denominal verb), not accompanied by a shift in the primary stress
pátternN→pátternV, pátentN→pátentV, and léverN→léverV

Kiparsky’s theory of English conversion makes two predictions, when coupled with
the syntactic identity condition developed above, to account for the directional asymmetry
of category-mismatched VP-ellipsis. One prediction is that a deverbal noun (formed at
stratum 1) should serve as an antecedent licensing the ellipsis of its verbal base because
the syntactic structure of the deverbal noun properly contains that of the underlying verb
that feeds the noun. The other prediction, tested neither by Tan (2018) nor by this paper so
far, is that a denominal verb (formed at stratum 2) should serve as an antecedent licensing
the ellipsis of its nominal base because the derivation underlying the former contains the
derivation underlying the latter. These predictions are indeed borne out. Consider (39–40).
All these examples are grammatical with or without VP/NP-ellipsis. Note further that the
sentence in (39b) needs contrastive focus on they.

(39) Stratum 1: verb→noun (deverbal noun)
Prediction: The N licenses the ellipsis of the VP headed by its verbal base. ✔

a. A [N tránsfer] of $500 would solve many a student’s financial problems, so I
strongly recommend that, no less than $400, all parents do [VP transfér] before
tuition is due.

b. Understanding the [N prógress] by their predecessors would prove necessary
before they could [VP progréss], too.

c. The [N éxport] of endangered animals is illegal, so I can assure you that, these
endangered animals, our company didn’t [VP expórt] on the date in question.7

(40) Stratum 2: noun→verb (denominal verb)
Prediction: The V licenses the ellipsis of the NP headed by its nominal base. ✔

a. ?He applied to [V pátent] his five inventions, but was only awarded three [NP
pátents].

b. ?He gave many of what they [V desíre], but he never could fulfill any of his own
[NP desíre].

c. They wish to [V tattóo] their forearms but are unsure of which [NP tattóo] to get.

The grammaticality of the examples in (39a–c) shows that deverbal nouns—tránsfer, prógress,
and export—license the ellipsis of the VPs headed by their respective verbal bases. The
grammaticality of the examples in (40a–c) further shows that the reverse antecedent–ellipsis
pair is available for denominal verbs pátent, desíre, and tattóo, which license the ellipsis of
the VPs headed by their verbal counterparts.
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Let us now see whether ellipsis in the other direction would be ungrammatical. More
specifically, for deverbal nouns (V→N derivation), as shown in (39), does the verbal variant
license the ellipsis of the NP headed by its nominal variant? Similarly, for denominal nouns
(N→V derivation), as shown in (40), does the nominal variant license the ellipsis of the
VP headed by its verbal variant? These results generally support the hypothesis that the
directionality of conversion, i.e., V→N vs. N→V, inversely correlates with the directionality
of category-mismatched VP-ellipsis licensing. That is, the verbal antecedent does not
license NP-ellipsis. In the same way, the nominal antecedent does not license VP-ellipsis.
Examples (41–42) illustrate category-mismatched VP-ellipsis involving V→N and N→V
conversion types, respectively. Note that according to my native speaker consultants, all the
starred examples below are grammatical when NP/VP-ellipsis does not occur, indicating that
the ungrammaticality of these examples are to be attributed to the application of ellipsis.

(41) a. John’s parents [V transférred] money to him on three separate occasions, but only two
[NP tránsfers] went through to his account.

b.*? Mary [V progréssed] significantly over the semester, but John’s [NP prógress] was
barely noticeable.

c.
*?

The company [V expórted] lithium all over the world, and the accountant had to
figure out which [NP éxports] were registered at the foreign tax office.

(42) a.* My neighbors were looking at different [N cruises] available at the travel agent, but
I’ve never had the desire to [VP cruise]/but I can’t [VP cruise] because of my work
schedule.

b.* There’s not much water available during the summer months for our gardens, so
we’re not allowed to [VP water] for most of July.

c.* There’s lots of bandages in the store room for the student nurses to learn how to [VP
bandage] properly.

d.* There’s lots of bandages in the store room for the student nurses to practice with, so
they can [VP bandage] properly in the future when they have real patients.

The only problem here is concerned with the grammaticality of the example in (41a), and I
can only make one speculation on it. Although transfer is historically a deverbal noun, it is
not obvious whether contemporary English speakers treat the word synchronically as such.
Indeed, it is possible that synchronically speaking, the N-V conversion pair for transfer
actually takes place at stratum 2 (N→V). This position is supported by the observation that
the verb transfer has stress on the first syllable for many of my native speaker consultants,
on a par with the nominal variant. I leave this problem open here for future research.

One direct implication of my analysis for the directionality problem, then, is that any
adequate theory of conversion in English must be designed to accommodate the formation
of particular zero-related pairs in both directions (N→V or V→N) at the very least.

4.2. Phase-Theoretical Word Formation in Distributed Morphology

Before concluding this section, there is one important question to address, which
has to do with the notion of cyclic word formation in more contemporary theories of the
morphology–syntax interface. Recall that my proposed analysis of the directionality of
N-V conversion in English so far has simply borrowed the stratum-based level ordering
assumption from Kiparsky’s (1982a, 1982b) Lexical Phonology to differentiate two types
of zero-related N-V pairs, one deverbal (stratum 1) and the other denominal (stratum 2),
with their associated primary stress patterns. However, my analysis adopts a purely
syntactic approach to such word formation along the lines of the non-lexicalist stance
of the DM framework, which does not square well with the lexicalist stance of Lexical
Phonology. Accordingly, a question arises as to how one could formally capture the sort
of level-ordering effects traditionally attributed to the existence of a sequentially ordered
block of strata/levels/cycles in a modern syntactically oriented theory of word formation
without such theoretical constructs.

I maintain that the cyclic effects of word formation, once captured through Kiparsky’s
notion of strata, can still be accommodated through a phase-theoretical version of the DM
approach to word formation, as outlined in Arad (2003), Marantz (2001, 2007), and Marvin



Languages 2024, 9, 206 15 of 21

(2003, 2013), which, in turn, has been further articulated in works such as Lowenstamm
(2015), Creemers et al. (2021), Newell (2021), and Sande et al. (2020), among others. Marantz
(2001) proposes that lexical categories, such as verb, noun, and adjective, are derived
through the merger of an acategorial root with one of the category-defining functional
x heads, i.e., n, v, and a. For example, the root

√
destroy is acategorial in syntax and

has its category fixed as noun, verb, or adjective, depending on which category-defining
head among the three heads is merged with the root, with the results of this merger
being externalized post-syntactically as destroy, destruction, and destructive, in the manner
schematically depicted in (43a–c), respectively.

(43) a. destroy b. destruction c. destructive
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approaches in phase theory. Lowenstamm and Creemers et al. propose that the difference
between level 1/stratum 1 and level 2/stratum 2 affixes can be reduced to their c-selectional
difference: the former has an uninterpretable categorial feature [u

√
P], which must be

checked against a root, whereas the latter has an uninterpretable categorial feature [u xP],
which must be checked against an already categorized word. To illustrate, let us consider
the syntactic structures for atomícity and atómicness, shown in (44) and (45), respectively.

(44) atomícity (with -ity [u
√

P]) (45) atómicness (with -ness [u xP])

Languages 2024, 9, x FOR PEER REVIEW 16 of 22 
 

 

(44) atomícity (with -ity [u √P])    (45) atómicness (with -ness [u xP]) 

     

   nP         nP 

 

  n     √P  first phase   √NESS   aP   first phase 

          [u xP] 

√ITY     √P        a      √P 

[u √P] 

     √IC    √ATOM      √IC     √ATOM     

     [u √P]         [u √P] 

(adopted from Creemers et al. 2021:64) 

The difference between the two types of affixes with respect to stress shifts is now 

correctly derived if cyclic phonological operations, such as stress assignment in English, 

apply only in the first phase (Marantz 2001, 2013; Arad 2003), defined here as the mid-

derivational unit consisting of the root and the lowest root-selecting affix (see also Embick 

2010:51–53 for a detailed discussion on the technical definition of spell-out domains). 

Stress shift occurs in (44) because the root √ITY must occur within the first phase to satisfy 

its root-selecting property. By contrast, the root √NESS must occur outside the first phase 

head, as shown in (45), because it must merge with an already categorized adjective and, 

hence, has no way to affect the stress behavior of the output of the first phase. In this way, 

the difference between the two types of affixes, once attributed to a stipulated morpholog-

ical diacritic in previous lexicalist theories, can independently be accounted for by the 

interaction of an independently motivated phase-theoretical assumption regarding the 

first phase with general selectional properties of affixes. 

Let us now consider what the above phase-theoretical approach to word formation 

implies regarding level 1/stratum 1 and level 2/stratum 2 conversions. Under this ap-

proach, the presence vs. absence of stress shifts in (39) vs. (40) indicates that the zero nom-

inalizing affix deriving a denominal verb is included within the first phase, whereas the 

zero verbalizing affix deriving a denominal verb is located outside the relevant domain. 

To see why that is, consider the derivations shown in (46) and (47). 

(46) V→N derivation (stratum 1: with stress shift)  (47) N→V derivation (stratum 2: without stress shift)  

  

   nP   first phase      vP 

 

    n       v           v     n   first phase 

          

v     √TRANSFER      n    √PATENT 

 

In the V→N derivation in (46), the root √TRANSFER is merged with the verbalizing v head 

to yield the verb transfer. This result, in turn, is merged with the nominalizing n head. The 

stress-shifting behavior of the V→N derivation falls into place if the nP is the first phase 

domain so that the zero nominalizer may participate in cyclic stress assignment. In the 

N→V derivation in (47), by contrast, the root √PATENT is merged first with the nominaliz-

ing n head to yield the noun patent. The noun, in turn, is merged with the zero verbalizing 

v head to yield the verb patent. The lack of a stress shift here is accounted for if nP forms a 

phase boundary excluding the v head so that its merger will not have any effect on the 

stress assignment. These considerations suggest then that n is, but v is not, a phase-defining 

head. 

The question, then, is why this is the case. In his original conception of phasehood in 

clausal domains, Chomsky (2000, 2001, 2004, 2008) argues that only verbs with a full ar-

gument structure—transitive and experiencer verbs—are headed by phasal vs (which he 

Languages 2024, 9, x FOR PEER REVIEW 16 of 22 

(44) atomícity (with -ity [u √P]) (45) atómicness (with -ness [u xP])

nP nP 

n √P first phase √NESS aP first phase 

[u xP]

√ITY √P   a √P

[u √P]

√IC √ATOM √IC √ATOM

[u √P] [u √P]

 

The difference between the two types of affixes with respect to stress shifts is now 

correctly derived if cyclic phonological operations, such as stress assignment in English, 

apply only in the first phase (Marantz 2001, 2013; Arad 2003), defined here as the mid-

derivational unit consisting of the root and the lowest root-selecting affix (see also 

Embick 2010:51–53 for a detailed discussion on the technical definition of spell-out 

domains). Stress shift occurs in (44) because the root √ITY must occur within the first 

phase to satisfy its root-selecting property. By contrast, the root √NESS must occur 

outside the first phase head, as shown in (45), because it must merge with an already 

categorized adjective and, hence, has no way to affect the stress behavior of the output 

of the first phase. In this way, the difference between the two types of affixes, once 

attributed to a stipulated morpholog-ical diacritic in previous lexicalist theories, can 

independently be accounted for by the interaction of an independently motivated phase-

theoretical assumption regarding the first phase with general selectional properties of 

affixes. 

Let us now consider what the above phase-theoretical approach to word formation 

implies regarding level 1/stratum 1 and level 2/stratum 2 conversions. Under this 

ap-proach, the presence vs. absence of stress shifts in (39) vs. (40) indicates that the zero 

nom-inalizing affix deriving a denominal verb is included within the first phase, 

whereas the zero verbalizing affix deriving a denominal verb is located outside the 

relevant domain. To see why that is, consider the derivations shown in (46) and (47). (46) V→N derivation (stratum 1: with stress shift)  (47) N→V derivation (stratum 2: without stress shift)

nP first phase vP 

n v v n first phase 

v √TRANSFER n √PATENT

In the V→N derivation in (46), the root √TRANSFER is merged with the verbalizing v head 

to yield the verb transfer. This result, in turn, is merged with the nominalizing n head. The 

stress-shifting behavior of the V→N derivation falls into place if the nP is the first phase 

domain so that the zero nominalizer may participate in cyclic stress assignment. In the 

N→V derivation in (47), by contrast, the root √PATENT is merged first with the nominaliz-

ing n head to yield the noun patent. The noun, in turn, is merged with the zero verbalizing 

v head to yield the verb patent. The lack of a stress shift here is accounted for if nP forms a 

phase boundary excluding the v head so that its merger will not have any effect on the 

stress assignment. These considerations suggest then that n is, but v is not, a phase-defining 

head. 

The question, then, is why this is the case. In his original conception of phasehood in 

clausal domains, Chomsky (2000, 2001, 2004, 2008) argues that only verbs with a full ar-

gument structure—transitive and experiencer verbs—are headed by phasal vs (which he 

(adopted from Creemers et al. 2021:64)
The difference between the two types of affixes with respect to stress shifts is now
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root-selecting property. By contrast, the root
√

NESS must occur outside the first phase
head, as shown in (45), because it must merge with an already categorized adjective
and, hence, has no way to affect the stress behavior of the output of the first phase. In
this way, the difference between the two types of affixes, once attributed to a stipulated
morphological diacritic in previous lexicalist theories, can independently be accounted for
by the interaction of an independently motivated phase-theoretical assumption regarding
the first phase with general selectional properties of affixes.

Let us now consider what the above phase-theoretical approach to word formation
implies regarding level 1/stratum 1 and level 2/stratum 2 conversions. Under this ap-
proach, the presence vs. absence of stress shifts in (39) vs. (40) indicates that the zero
nominalizing affix deriving a denominal verb is included within the first phase, whereas
the zero verbalizing affix deriving a denominal verb is located outside the relevant domain.
To see why that is, consider the derivations shown in (46) and (47).

(46) V→N derivation (stratum 1: with stress shift) (47) N→V derivation (stratum 2: without stress shift)
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In the V→N derivation in (46), the root
√

TRANSFER is merged with the verbalizing v head
to yield the verb transfer. This result, in turn, is merged with the nominalizing n head.
The stress-shifting behavior of the V→N derivation falls into place if the nP is the first
phase domain so that the zero nominalizer may participate in cyclic stress assignment.
In the N→V derivation in (47), by contrast, the root

√
PATENT is merged first with the

nominalizing n head to yield the noun patent. The noun, in turn, is merged with the zero
verbalizing v head to yield the verb patent. The lack of a stress shift here is accounted for
if nP forms a phase boundary excluding the v head so that its merger will not have any
effect on the stress assignment. These considerations suggest then that n is, but v is not, a
phase-defining head.

The question, then, is why this is the case. In his original conception of phasehood
in clausal domains, Chomsky (2000, 2001, 2004, 2008) argues that only verbs with a full
argument structure—transitive and experiencer verbs—are headed by phasal vs (which
he dubs v*). Adopting this definition as a general heuristic diagnostic for phasehood in
general, it is reasonable that the v head at least of the kind that participates in conversion,
as in (46) or (47), is not a phase, for it is not associated with any argument structure. In
fact, developments in the fine-grained structure of the traditional verb phrase converge
on the view that so-called internal and external arguments of a verb are dissociated from
the verb but instead are introduced by independent functional heads, such as aspect and
voice (Borer 1994, 1998; Kratzer 1996; Harley 1995, 2013, among many others), a view that
lends further credence to the idea that it is the entire verbal spine instantiating the full
argument/event structure that forms the verbal phase, not just vP.

As for the phasehood of nP, a number of works in morphophonology argue that the
NP below the D head counts as phasal (Marvin 2003; Newell 2008; Embick 2010; Embick
and Marantz 2008; Newell and Piggott 2014; Simpson and Syed 2016; Syed and Simpson
2017; Simpson and Park 2019). Recall that we discussed Harley’s (2009) proposal, in
Section 3.2, that process nominals with mass noun denotations are coerced into being count
nouns to yield the result/entity reading with the help of a delimiting functional head,
such as Num and Cl(assifier). Just as the phasehood of a verbal domain is linked to its
voice/argument structure properties, it is not far-fetched to speculate that the phasehood
of a nominal domain is also linked to similar nominal properties, such as boundedness
and delimitedness. Needless to say, pursuing further links between verbal and nominal
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domains would take us far afield from the central focus of this paper and must be left as
one of the important tasks for future research.

4.3. Another Impact of the Proposed Analysis on the Directionality of N-V Conversion in English

In this section, I would like to briefly explore another potential implication of my
proposed analysis of conversion, as suggested to me by an anonymous reviewer. The
implication is that my analysis can be used to figure out whether roots are categorial. I
explore this specific implication below with the minimal pair in (10a, b), repeated here as
(48a, b).

(48) a.? That man is a robber, and when he does [VP . . . ], he tries not to make any noise.
b.* That man is a thief, and when he does [VP . . . ], he tries not to make any noise.

(Merchant 2013a, p. 447)

The grammaticality of (48a) is straightforward. The ellipsis of the VP headed by rob is
acceptable because the antecedent noun clearly has the VP base selected by the agentive
nominalizer -er. The question is why (48b) is ungrammatical, given that the noun thief
is morphologically related to the verb thieve, so that the ellipsis of the VP headed by the
latter, in principle, could be licensed by the former. Note that the pattern observed here
is abstractly similar to that in (27–28): clearly morphologically deverbal nouns, such as
dancer and singer, license the ellipsis of the VP headed by dance and sing, but non-deverbal
nouns, such as ballerina and chorister, do not. Given this reasoning, the ungrammaticality of
(48b) implies that the noun thief is not derived through the verb thieve, as shown in (49), for,
otherwise, it would be grammatical. Instead, the noun is derived through the acategorial
root

√
THIEF, as shown in (50), so that there is no suitable VP base to antecede VP-ellipsis.

(49) Thief is derived from the verb thieve. (50) Thief is derived from the acategorial root
√

THIEF.
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To the extent that this analysis of the contrast between (48a) and (48b) is on the right

track, it shows that all three logically possible derivational options within the basic DM
assumptions are available for conversion in English, two word-based derivations (V→N
and N→V) and one root-derived derivation (with a common acategorial root yielding both
Ns and Vs), with all their differences attributed to different hierarchical arrangements of
the same set of universally available grammatical primitives:

√
, n, and v.

Note that the root-based derivation predicts that there should be conversion pairs
whose directionality cannot be determined. Although further testing of this prediction is
left for future research, it is possible that it is borne out by classic data such as loveN vs.
loveV that have been used to argue against the unidirectionality of conversion (see also
Umbreit 2010, for instance, for a bidirectional approach to such conversion pairs).8

5. Concluding Remarks

In this paper, I have studied directional asymmetries in configurations involving
category mismatch under VP-ellipsis, a pattern first noted by Tan (2018), to shed light on
debates concerning the directionality of conversion in English. For example, the noun
graduateN can antecede ellipsis of a VP headed by its verbal counterpart, graduateV, but
not vice versa. I have proposed that asymmetries of this sort can be accounted for only
by a syntactic identity condition to the effect that the syntactic structure of an antecedent
expression must properly contain that of an elided constituent. Having established this
analysis, I then used it as a critical probe into the abstract syntax underlying zero-related
N-V pairs to address the directionality issue concerning those pairs. I have presented novel
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data to show that both derivational patterns, N→V and V→N, as well as the common
root-based derivation, must be admitted into grammar to properly account for the entire
range of possible directional asymmetries exhibited by conversion in English.
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Notes
1 I thank the editors of the Special Issue, Akiko Nagano and Ryohei Naya, and three anonymous reviewers for helpful comments

on previous versions of this paper. I wish to express my deepest gratitude to Michael Barrie for many hours of stimulating
discussions, numerous e-mail exchanges on the project, reported herein, since 2018, and tons of data and intriguing observations
on English conversion, all included herein. My thanks also go to my native speaker consultants—Michael Barrie (again), Jason
Ginsburg, Si Kai Lee, Jun Jie Lim, Hannah Lin, Keely New, and Hansel Tan—for their help with judgements of the English data
and to Nobu Goto, Heidi Harley, Satoru Kanno, Hideki Kishimoto, Shin-Ichi Kitada, Masako Maeda, Taichi Nakamura, Kuniya
Nasukawa, Dongwoo Park, Myung-Kwan Park, Jeff Punske, Matthew Reeve, Kensuke Takita, Hansel Tan, and Dwi Hesti Yuliani
for various suggestions, questions and/or references. Of course, all the remaining inadequacies and oversights are my own.

2 More recent major works that adopt the syntactic identity approach to VP-ellipsis and its kin include Rudin (2019) and Ranero
(2021). Rudin (2019) proposes that no mismatch is tolerated below vP, which he dubs the eventive core, whereas mismatch is, in
principle, tolerable above this domain as long as discourse and pragmatic constraints are properly met. Couching Merchant’s
intuition within his theory of the eventive core as the absolute boundary of elliptical mismatch, Rudin suggests (p. 281) that
VP-ellipsis targets the entire verbal domain/vP, but its identity calculation domain is smaller than the ellipsis site itself.
Ranero (2021) also pursues the general syntactic identity approach to ellipsis. Ranero proposes the universal syntactic identity
condition to the effect that the antecedent and material properly contained at the ellipsis site must be featurally non-distinct, where
featurally non-distinct means that there must be no clashing values in any feature slot shared between the antecedent and the
ellipsis site. See also Stockwell (2024) for the latest analysis of the varying acceptability of voice-mismatched VP-ellipsis cases
based on a focus-based condition on ellipsis (Rooth 1992a, 1992b).

3 There are a number of controversies regarding Merchant’s (2008, 2013a, 2013b) syntactic-identity-based analysis of (1) vs. (2),
which I will not delve into herein. See Miller (1991), Kehler (2000, 2002), Coppock (2001), Kertz (2010), Tanaka (2011), and
Nakamura (2013b), among others, for critical appraisals. My stance herein, however, is not to defend the syntactic identity
condition on (VP-) ellipsis but rather simply to use it as a given to explore its implications for the syntactic derivation of
zero-related N-V pairs in English.

4 I polled seven native English speakers in total, three linguistic specialists and four advanced undergraduate students of syntax,
for their acceptability judgments on the examples in (11–12). They all did obtain some contrast in acceptability, but admittedly it
was weak. An anonymous reviewer, for example, reports that he/she personally does not perceive a contrast between (11a) and
(11b) at all. The same reviewer also points out that he/she would give (12a) “?”and find (12b) to be perfect, but the other speakers
I polled all find that (12a) sounds better than (12b). For this reason, I included a few more example pairs illustrating the directional
asymmetry in (13–14), for which all the seven speakers I polled reported a clearer contrast. There is clearly interspeaker variation
in these judgements. Thus, the same reviewer notes that (14b) is only slightly odd, giving it “?” rather than “??”, so the judgement
reported herein is only relative, but the point stands that (14a) is noticeably better than (14b), at least for all the speakers I polled.

5 An anonymous reviewer points out that Llombart-Huesca’s (2002) proposal that one is inserted as a last resort in the context
of NP-ellipsis is complicated by the fact that it is not always in complementary distribution with NP-ellipsis. Kayne (2015:17)
observes that this proposal would not account for the grammaticality of both (ia) and (ib) (for many speakers, see below); if
one-support were a last resort strategy, then the grammatical example in (ia) would block the example (ib) as being ungrammatical.
Examples (iia–c) show other putative cases, where complementarity between one(s) and NP-ellipsis breaks down.

(i) a. We bought those yesterday, too.
b. We bought those ones yesterday, too.

(Kayne 2015, p. 17)
(ii) a. The blues/blue ones are selling well this week.

b. The three-year olds/thee-year old ones are easier to manage than the others.
c. John gave several talks. Only the first (one) was understandable.

(Kayne 2015, p. 17)
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However, it is not clear to me whether the examples in (ia) and (iia–c) involve NP-ellipsis to begin with. For example, regarding
(iib), the expression three-year olds can be used without a linguistic antecedent, as shown in (iii).

(iii) Three-year olds are always a handful.
This example, then, indicates that the ostensibly headless NP is not the result of NP-ellipsis having been applied because it
would require the presence of an overt linguistic antecedent. Note further that the surviving plural morphology of olds in (iib)
indicates that the subject there does not involve NP-ellipsis. Similarly, (iia) is perfectly fine as long as the context has a salient
set of blue items, so this example involves a case of deep anaphora with a null pronoun but is not derived through NP-ellipsis.
The same point applies to the example in (ia, b). As for (iic), unlike the baseline example from Llombart-Huesca, I like that book
better than this *(one), the analogous construction I liked that talk better than the first (one) does not require one. This contrast already
indicates that the presence of a cardinal can satisfy whatever constraints are forcing the last-resort insertion of one in the first place,
meaning that the realization of one in these constructions is not forced but remains an option that can sometimes be exercised.
It is also to be noted that some native speakers, including Kayne, accept (ia) but reject (ib). The existence of this pattern of
acceptability judgment provides support for Llombart-Huesca’s proposal.

6 There is one speaker among the seven native English speakers who told me that (25b) can mean that Olga is a ballerina who does
ballet dance beautifully. So, for this particular speaker, the sentence Olga is an ugly but beautiful ballerina does not sound that bad,
suggesting that the adjective beautiful may refer to the dancing event even though there is no verb hidden in ballerina. In this
paper, I simply follow the standard observation cited in the relevant literature (Belk 2013; Winter and Zwarts 2019), setting aside
this interspeaker variation in the availability of the non-intersective manner of adverb interpretation.

7 I must hasten to add that the pronunciation of the verbal use of export is dialect dependent, so both éxport and expórt are equally
common for the verb, though the noun must be éxport.

8 I would like to thank Akiko Nagano (personal communication) for suggesting this line of argument.
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