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Abstract: The use of existing natural gas pipelines for the transport of hydrogen/natural gas mixtures
can achieve large-scale, long-distance and low-cost hydrogen transportation. A jet fire induced
by the leakage of high-pressure pure hydrogen and hydrogen-blended natural gas pipelines may
pose a severe threat to life and property. Based on the Abel–Nobel equation of state and a notional
nozzle model, an equivalent pipe leakage model is established to simulate high-pressure pipeline gas
leakage jet fire accidents. Large-scale high-pressure hydrogen and natural gas/hydrogen mixture jet
fires are simulated, showing the jet impingement process and obtaining an accurate and effective
simulation framework. This framework is validated by comparing the simulated and experimental
measured results of flame height, flame appearance and thermal radiation. Several combustion
models are compared, and the simulated data show that the non-premixed chemical equilibrium
combustion model is superior to other combustion models. The influence of the pipe pressure and
the hydrogen blending ratio on the consequences of natural gas/hydrogen mixture pipeline leakage
jet fire accidents is explored. It is found that when the hydrogen blending ratio is lower than 22%,
the increase in the hydrogen blending ratio has little effect on the decrease in the thermal radiation
hazard distance.

Keywords: hydrogen; natural gas; pipeline leak jet fire; flame height; CFD simulation; thermal
radiation

1. Introduction

The past decades have witnessed significant growth in our awareness of climate
change and energy scarcity. Thus, pursuing cleaner and more sustainable energy sources
to gradually replace traditional fossil fuels is rated as a top priority for development [1,2].
One such potential energy source is hydrogen, which is a carbon-free eco-friendly gas
with a high energy content of 120 MJ/kg [3], has been regarded as an ideal choice for
energy transformation and is becoming increasingly popular worldwide [4,5]. Referring
to the IEA’s recent report “Global Hydrogen Review 2022”, the global hydrogen demand
in 2021 was 94 million tons, with projections that this will increase by more than 20%
by 2030 [6]. It is anticipated that hydrogen will be produced in large quantities, and the
challenges of hydrogen transportation and storage have been identified as significant
barriers for its large-scale application. At present, the most promising focus has been on
blending hydrogen into existing natural gas pipelines to benefit from its large scale, low
cost and application for long-distance transportation [7,8]. However, due to the mixing
of hydrogen, hydrogen embrittlement in metallic pipes, its wide flammability limit and
its high combustion speed, mixed transport poses safety risks [9]. Among all relevant
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accidents, the worst-case scenario is a jet fire caused by accidental pipeline leakage [10,11],
which has been an ongoing concern in risk assessments of fire safety and protection in
the process industries. Therefore, it is necessary and urgent to study the resulting jet fire
hazards after the leakage of high-pressure pure hydrogen and hydrogen-blended natural
gas pipelines.

Research has been conducted with experimental tests on the hazards created by jet fires
involving pure hydrogen or natural gas/hydrogen mixtures. Schefer et al. [12] investigated
the flame length and radiant heat flux of hydrogen jet fires originating from high-pressure
tanks up to 41.3 MPa and with a 0.508 cm jet diameter, as well as the storage pressure and
temperature variations during a tank blowdown. The maximum flame length was 11.3 m.
Acton et al. [13] conducted two large-scale hydrogen pipeline jet fire experiments. At an
initial pressure of 60 bar, the jet flowed out of a pipe rupture with a 0.1524 m diameter. They
found that the soil used for pipeline backfill has less influence on the thermal radiation
levels of jet fires up to 100 m in height than the weather conditions. Proust et al. [14]
measured the mass flow rate, jet flame length and radiant heat flux during the blowdown
process of a 90 MPa hydrogen tank through orifices ranging from one to three mm in
diameter, and the Abel–Nobel equation of state (EOS) was used to make better predictions
of the hydrogen density variation. The maximum flame length was no more than seven m.
Lowesmith and Hankinson [15,16] tested large-scale high-pressure jet fires induced by
hydrogen-blended natural gas pipeline leaks. Valuable data were obtained which can
assist in evaluating fire hazards following such pipeline failures. Wu et al. [17] carried out
experiments on the effects of the addition of hydrogen to methane on the emission and
heat transfer characteristics of laminar diffusion flames. The jet formed a flame with a
maximum length of no more than 350 mm through a 7.6 mm diameter nozzle. They found
that the increase in hydrogen addition increased the flame temperature and the total flame
heat flux, but decreased the flame length. Hooker et al. [18] carried out experiments on
the fire behavior of hydrogen jets in a passively ventilated enclosure. They found that
the behavior of the hydrogen jet fires was affected by the release rate of hydrogen, the
area of the vent and the thermal performance of the shell. Xiao et al. [19] carried out a
hydrogen jet fire experiment inside a chamber and found that the heat and mass transfer
to the chamber walls significantly affected the dynamics of the hydrogen jet fire. In their
experiment, the diameter of the hydrogen nozzle was 0.005 m, and the size of the test
chamber was 0.98 m long, 0.96 m wide and 1 m high. Tang et al. [20] carried out hydrogen
jet fire experiments with diverse fuel flow rates, nozzle diameters and inclination angles
under the action of a water curtain, and a correlation was proposed for the flame extension
length based on a new dimensionless heat release rate and the air entrainment coefficient.
In their experiment, circular nozzles with diameters of 5 mm, 10 mm and 15 mm were used,
and the maximum flame extension length did not exceed 20 cm. Zhao et al. [21] tested
small-scale hydrogen/methane jet fires, and the effects of the hydrogen blending ratio,
nozzle diameter and heat release rate on the flame geometrical characteristics were explored.
In their experiment, the fuel flowed out from circular nozzles with different diameters
of three mm and five mm, and the flame height did not exceed 650 mm. The previous
works obtained the flame morphological characteristics and thermal radiation hazards
via experiments, which helped to assess the hazard of a jet fire induced by the leakage of
pure hydrogen and natural gas/hydrogen mixtures. However, large-scale high-pressure jet
fire experiments resulting from the leakage of hydrogen or hydrogen-blended natural gas
pipelines usually encounter difficulties in many aspects, e.g., safety risks, economic costs
and operational problems.

Some scholars have used theoretical models to evaluate leakages and resulting jet fire
hazards. The gas leakage behavior can be physically described using a gas equation of state
(EOS) and an isentropic process. Previous models based on the ideal gas EOS generally
relate to the case of low-pressure leakage, but high-pressure gas exhibits a highly non-ideal
behavior, and a more complicated application of a real gas EOS is required [22,23]. A
methodology for the risk assessment of gas transmission pipelines was proposed in the
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PIPESAFE package [24]. This includes a range of mathematical models, such as a pipeline
outflow model, a crater source model and an immediate ignition model, to perform a
consequence analysis of a ruptured pipeline. Liu et al. [25] and Zhou et al. [26] established
an integrated model which includes a high-pressure leakage process model, a notional
nozzle model and a flame size model. The integrated model was shown to predict the
flame length well. Zhou et al. [27] built a theoretical framework to predict the full-scale
jet fire hazards induced by the leakage of hydrogen and a mixture with 22.3% hydrogen
and 77.7% natural gas. These works have mainly focused on pure natural gas or hydrogen
leakages and their combustion behaviors, and great advances have been made. However,
the jet fire hazards of hydrogen blended with natural gas are not sufficiently explored. In
addition, the current theoretical calculation methods are very complex for practical use, as
there are operational difficulties and coupling complexities among various sub-models.

With the development of computer technology and computational fluid dynamics
(CFD) techniques, CFD numerical simulations have also been used to investigate the conse-
quences of jet fires [28,29]. The CFD software tools that have been used include ANSYS
Fluent [30,31], FLACS [32], HyRAM [33] and FDS [34]. Consalvi and Nmira [35] simulated
small-scale hydrogen and methane jet fires and large-scale under-expanded hydrogen
jet fires with an in-house CFD code. Shan et al. [36] constructed an FLACS model of
a three-dimensional (3D) natural gas pipeline jet fire accident scenario combined with
the “hole-model” to study the thermal radiation impact distance within various cases.
Brennan et al. [37] conducted a numerical simulation of a high-pressure under-expanded
hydrogen jet fire, introduced the large eddy simulation (LES) model of no-premixed com-
bustion in Fluent in detail and found that the LES model can explain the flame–turbulence
interaction well. Zbikowski et al. [38] used the LES model in the Fluent solver to simulate a
large-scale hydrogen–air mixed gas explosion. Molkov et al. [39] simulated a non-premixed
hydrogen combustion by applying the renormalization group (RNG) k − ε turbulence
model and the eddy dissipation concept (EDC) combustion model in ANSYS Fluent and
revealed the change mechanism of the hydrogen fire under different ventilation condi-
tions. The RNG k − ε turbulence model verified by Houf et al. [40] is suitable for the
simulation of hydrogen-free jet flames. Jin et al. [41] applied ANSYS Fluent to simulate
a spontaneous combustion of pressurized hydrogen gas. Cirrone et al. [42] used ANSYS
Fluent to reproduce the hydrogen jet fire experiments conducted by Proust et al. [14]. The
thermal hazards of cryogenic hydrogen jet fires were also numerically analyzed by Cirrone
et al. [43,44], and the performances of three turbulence models, i.e., the standard k − ε,
RNG k − ε and realizable k − ε models, were compared. In their study, the hazard distances
were determined with respect to the thermal radiation produced by the jet fires. Wang
et al. [45] also recently applied ANSYS Fluent to construct a two-dimensional (2D) model
to study high-pressure hydrogen jet fires under barriers. Their simulations of the flame
shape, temperature and thermal radiation agreed well with experimental data. Apparently,
ANSYS Fluent is a commonly used CFD software to simulate jet fires, and these simulations
have become increasingly mature and accurate.

The present paper aims to develop and validate a CFD model to simulate jet fires after
the leakage of high-pressure pure hydrogen and hydrogen-blended natural gas pipelines
using ANSYS Fluent as our computational engine. A 3D pipeline jet fire accident scenario
model is established, and the actual leakage situation is considered by implementing an
equivalent pipe leakage. The performance of various combustion models is also inves-
tigated to yield more accurate results. Additionally, as part of model development, a
parametric study has been conducted, giving insights into the effects of the pipe pressure
and hydrogen blending ratio on the thermal radiation hazard distance.

2. Methodology
2.1. Equivalent Pipe Leakage Model

In the experiment, a pipe is placed in a crater. The pipe diameter is 0.15 m. The length,
width and height of the crater are 6 m, 6 m and 2 m, respectively. The ruptured pipe section
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is cut off by long-distance blasting, and a full-aperture release is realized. The length of the
ruptured pipeline section is 1.6 m. An equivalent pipe leakage model is applied to further
calculate the equivalent mass flow (

.
m) when leakage at both ends is formed after the pipe

rupture. Figure 1 is a schematic diagram of the equivalent pipe leakage model. The gas
flow in the leakage process goes through three stages: gas flow in the pipe (Level 1), gas
flow at the leakage outlet (Level 2) and gas flow at the notional nozzle (Level 3). The jet at
the leakage outlet after the pipeline rupture is at a high-pressure, under-expanded state,
and then the gas gradually expands with the decrease in pressure. When the jet pressure
drops to atmospheric pressure in a steady state, as shown in Figure 1 at Level 3, the gas
velocity reaches the speed of sound. m1,0, v1,0, P1,0 and T1,0 are, respectively, the initial
mass, initial specific volume, initial pressure and initial temperature of the gas in the pipe;
m1, v1, P1, and T1 are the corresponding parameters of the gas in the pipe;

.
m2, v2, P2 and T1

are the mass flow rate, specific volume, gas pressure and gas temperature at the leakage
outlet; and

.
m3, v3, P3 and T3 are, respectively, corresponding parameters of the gas at the

notional nozzle.
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The Abel–Nobel EOS is adopted to calculate the variation with the time of gas state
parameters (

.
m, m, v, P, T) in the pipe and at the leakage outlet [26]. According to the

notional nozzle model, it is assumed that all gas passing through the actual nozzle is also
passed through the notional nozzle after the pipeline ruptured,

.
m2 is equal to

.
m3 and the

mass and momentum conservation equations are shown as follows:

.
m2 =

.
m3 = ρ2u2 A2 = ρ3u3 A3 (1)

ρ3u2
3 A3 = ρ2u2

2 A2 + (P2 − P3)A2 (2)

Assuming that the gas pressure flowing through the notional nozzle is at atmospheric
pressure (P3 = Pa), the gas velocity and diameter at the notional nozzle are derived from
Equations (3) and (4) as follows:

u3 = u2 +
(P2 − P3)

ρ2u2
(3)

d3 = d2
ρ2u2√

ρ3
(
ρ2u2

2 + P2 − Pa
) (4)

Considering the mass conservation equation (Equation (1)) and the influence of the
discharge coefficient (Cd), the diameter variation at the notional nozzle (d 3,(i)

)
is calculated

as follows:

d3,(i) = d2

√
Cd

v3,(i)u2,(i)

v2,(i)u3,(i)
(5)

With the variation in leakage time, the mass in the pipe decreases continuously, as
shown in Equation (6).

m1,(i) = m1,(i−1) −
.

m2,(i)∆i (6)
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v1,(i) in Equation (7) in the pipe is derived from Equation (6) as follows:

v1,(i) = v1,(i−1)

(
1 +

.
m2,(i−1)

m1,(i−1)
∆i

)
(7)

Applying the isentropic equation (Equation (8)) and the Abel–Nobel EOS equation
(Equation (9)) to P1,(i) in Equation (10) in the pipe, v2,(i) and u2,(i) in Equations (11) and (12)
at the leakage outlet and v3,(i) and u3,(i) in Equations (13) and (14) at the notional nozzle
are derived as follows:

P(v − b)γ = const (8)

P(v − b) = RgT (9)

P1,(i) = P1,(i−1)

(
1 − γ

v1,(i) − v1,(i−1)

v1,(i−1) − b

)
(10)

v2,(i) =

(
P1,(i−1)

P2,(i)

) 1
γ (

v1,(i−1) − b
)
+ b (11)

u2,(i) =

√√√√√ 2γ
γ− 1

P1,(i−1)

(
v1,(i−1) − b

)1 −
(

P2,(i)

P1,(i−1)

)γ−1
γ

 (12)

v3,(i) =
RgT3,(i)

Pa
+ b (13)

u3,(i) =
v3,(i)

√
γRgT3,(i)

v3,(i) − b
(14)

where i is the number of iterations, γ is the specific heat capacity ratio, b is the correction
coefficient of specific volume and Rg is the gas constant.

According to Equation (9), the temperature variations in the pipe T1,(i) and at the
leakage outlet T2,(i) are obtained as follows:

T1,(i) =
P1,(i)

(
v1,(i) − b

)
Rg

(15)

T2,(i) =
P2,(i)

(
v2,(i) − b

)
Rg

(16)

Following the energy conservation equation, the temperature variation at the notional
nozzle T3,(i) is calculated as follows [46]:

T3,(i) =
2T2,(i)

γ+ 1
+

γ− 1
γ+ 1

 P2,(i)v2,(i)
2(

v2,(i) − b
)

Rg

 (17)

The jet flow state under high-pressure conditions is divided into an under-expanded
jet and subsonic jet, in which the leakage outlet pressure of the subsonic jet is the ambient
pressure Pa. Then the pressure variation at the leakage outlet of the under-expanded jet
P2,(i) in Equation (18) is given as follows:

P2,(i) = P1,(i−1)vcr,(i−1) (18)
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where the critical pressure ratio vcr,(i−1) in Equation (19) is expressed as follows:

vcr,(i−1) =

1 − (γ− 1)
2

v2,(i−1)
2
(

v1,(i−1) − b
)γ−1

(
v2,(i) − b

)γ+1


γ

γ−1

(19)

The
.

m variation at the leakage outlet
.

m2,(i) in Equation (20) and the
.

m variation at the
notional nozzle

.
m3,(i) in Equation (21) are then shown as follows:

.
m2,(i) =

A2u2,(i)

v2,(i)
(20)

.
m3,(i) =

A3u3,(i)

v3,(i)
=

πd3,(i)
2u3,(i)

v3,(i)
(21)

During the pipeline gas leak process, the gas flows through the leakage outlet at
supersonic speed from the pipe, and the speed is reduced to the speed of sound not
far from the leakage outlet. The gas state parameters in the three stages are calculated
according to the high-pressure gas leakage model, and then the parameters required for
the simulation are derived.

2.2. Verification of High-Pressure Gas Transient Leakage Model

To prove the rationality and correctness of the high-pressure gas transient leakage
model [27], the mass flow rates in two high-pressure pipeline gas leakage jet fire experi-
ments are calculated. In the process of the high-pressure gas leakage, the mass flow rates at
the leakage outlet show a decreasing trend, as shown in Figure 2, which are, respectively,
the mass flow rate obtained by Acton’s experiment and Lowesmith’s experiment. Note that
the pure methane is used as an alternative fuel for theoretical calculations or numerical
simulations in this work. In practice, the gas flow through the pipe will produce energy
loss, so the discharge coefficient is considered to calculate the mass flow rate. As shown in
Figure 2a, comparing the mass flow rate measured by Acton’s experiment [13] with the
calculations, the results show that without considering the discharge coefficient (Cd = 1.0),
the calculated mass flow rates of the two experiments are significantly higher than the mea-
sured results. According to the work of Cirrone et al. [42], the results via CFD simulation
agree with the measured results when the discharge coefficient is equal to 0.7. By adjusting
the discharge coefficient from 0.9 to 0.6, the calculated and measured results are compared.
When the discharge coefficient is 0.7, the calculation results of the mass flow rate agree with
the measurement obtained by Acton’s experiment (Figure 2a). The calculated mass flow
rate for Cd = 0.6 has a good agreement with the measurement obtained by Lowesmith’s jet
fire experiment (Figure 2b). The results show that the discharge coefficient in the process
of high-pressure gas leakage will cause a deviation to the mass flow rate, which will also
affect the simulation results. Therefore, the discharge coefficient is taken into account in the
numerical simulation.

2.3. Verification of Equivalent Pipe Leakage Model

According to the two experimental cases, the ruptured pipe buried in the crater had
two outlets, and the jet flowed from the two outlets after the pipeline ruptured. Under
high-pressure conditions, the jets flowing from the outlets on both sides impinged in the
middle of the pipe. The flow field temperature nephogram and streamline at 2 s after the
high-pressure hydrogen leakage and 2 s after the high-pressure natural gas/hydrogen
mixtures leakage are shown in Figure 3. Three velocity monitoring points are set 0.4 m away
from the left leakage point, 0.4 m away from the right leakage point and at the point of the
jet impact, respectively. By monitoring the instantaneous velocity of these three points, the
flow velocity at the jet impact point is smaller than the jet flow velocity before the impact in
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both cases (Figure 4). The black spot in the temperature nephogram is located 2 m above the
middle point of the pipe rupture section. The mass flow rate at the black point is monitored
for comparison with the calculations applying the equivalent pipe leakage model (Figure 5).
According to the jet impact and flow trajectory in the temperature nephogram (Figure 3), it
is speculated that approximately half of the jet will flow downward after the impingement
of the jet on both sides. Therefore, the mass flow rate at the black spot is consistent with
the variation in the sum of the mass flow rates on both sides after the loss. As shown in
Figure 5, the calculation results by the model tend to be consistent with the simulation
results. This proves the reliability of the established equivalent pipe leakage model.
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leakage time. (a) Large-scale hydrogen jet fire [13]; (b) Large-scale natural gas/hydrogen mixture jet
fire [16].
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3. Numerical Modeling
3.1. Jet Fire Model

ANSYS Fluent 2020 R2 [47] is used for the CFD simulation. A 3D model of the
crater, the ruptured pipe and the grid computing domain are built (Figure 6). The entire
computational domain is 300 m long, 300 m wide and 152 m high. The computational mesh
is divided using the Fluent Meshing, and the Mosaic (polyhedron–hexahedron core) mesh
generation method is used to generate the three-dimensional mesh. It can complete the
layered polygonal mesh near the wall, the pure polygonal mesh in the transition zone and
the hexahedral mesh in the core area to fill the computational domain, which improves
the overall quality level of the mesh and greatly reduces the total number of meshes and
calculation time. Since the experimental case to be simulated is a large-scale experiment,
the grid processing needs to comprehensively consider the accuracy of the simulation, the
affordability of computer software and hardware and the simulation time. The dynamic
process of gas in the ruptured pipe is complex, and the densest grid processing is needed.
In addition, to save computing time, the area generated by the jet flame is divided into
three sections, and the degree of mesh sizing is decreased from the bottom to the top.
After grid processing, the optimal number of grids for the two experimental models is
2,955,007 and 2,400,934, respectively. To verify the independence of the grid and reduce
the calculation time, three sets of grids are established for the two large-scale jet fire
experiments. The number of grid cells is 2,116,299, 2,955,007 and 5,586,630 and 2,119,629,
2,400,934 and 5,589,168, respectively. As shown in Figure 7a,b, the results of the three grids
selected in the two cases are similar. Considering the computing time, 2,955,007 grid
cells and 2,400,934 grid cells are selected. The method of the spatial discrete second-order
upwind format is adopted. The time step is set to 0.5 s, and the independence of the time
step is verified by comparing the flame temperature at different distances from the flame
center line when the time step is 0.1 s, 0.5 s and 1 s. The difference between the time step
of 0.5 s and 0.1 s is small (Figure 7c,d). In order to shorten the calculation time, the time
step is selected to be 0.5 s. The boundary condition of the leak point is set as the mass
flow rate inlet, and the boundary condition of the ground, ruptured pipe and crater are
set as the walls. The wind direction is achieved by setting one side of the computational
domain as the velocity inlet (e.g., the westerly is realized by setting the western boundary
condition as the velocity inlet), and the wind speed can be adjusted. The rest are set as the
pressure outlet.
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Figure 7. Independence verification: (a,b) Grid sensitivity verification. (c,d) Time step indepen-
dence verification.

In the large-scale hydrogen jet fire experiment, four radiant heat flow meters are placed
40 m, 50 m, 60 m and 80 m south, respectively (Figure 8). In the large-scale natural gas
blended with hydrogen jet fire experiment, three radiant heat flow meters are placed 40 m,
76 m and 144 m southwest, respectively (Figure 8).
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3.2. Turbulence Model

When the fluid velocity is large, the adjacent layers are mixed with each other, resulting
in irregular turbulent motion. Turbulence models include a two-equation model (k − ε,
k − ω) and combined models such as shear-stress transport (SST) and baseline (BSL)
models [48]. In the simulation, the RNG k − ε model is selected as the turbulence model.
Like the realizable k − ε model, the RNG k − ε model is also derived from the standard k − ε
model [49]. Due to its simplified Reynolds stress model assumption, the RNG k − ε model
lacks a suitable prediction of the turbulence length/time scale [50,51]. The RNG k − ε
model uses a formula for considering a flow viscosity with a low Reynolds number [52–54].
Compared with the standard k− ε model, the analytical derivative of the model can provide
results using different constants [55]. The transport equations of the RNG k − ε model are
as follows:

∂

∂t
(ρk) +

∂

∂xi
(ρkui) =

∂

∂xj

(
αkµe f f

∂k
∂xj

)
+ Gk + Gb − ρε − YM + Sk (22)

∂

∂t
(ρε) +

∂

∂xi
(ρεui) =

∂

∂xj

(
αεµe f f

∂ε

∂xj

)
+ C1ε

ε

k
(Gk + C3εGb)− ρC2ε

ε2

k
− Rε + Sε (23)

where αk and αε are the inverse effective Prandtl numbers for k and ε, and Gk and Gb
represent the turbulent kinetic energy generated by the mean velocity gradients and
buoyancy, respectively [56]. YM represents the contribution of the compressible turbulent
pulsating expansion to the overall dissipation rate, and Sk and Sε are user-defined source
terms [47,56]. C1ε, C2ε and C3ε are constants.

3.3. Combustion Model

Different from the EDC combustion model, which is not fit for large-scale experiments,
the non-premixed combustion model can obtain a higher computational efficiency and
is more fit for large-scale experiments [54]. To find a more suitable combustion model,
the experimental data of Schefer et al. [57] are introduced, and the simulated results
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of the center line temperature distributions are compared with the experimental data.
According to Figure 9, the non-premixed combustion model is more consistent with the
experimental results, and the non-premixed combustion model has two sub-models: the
chemical equilibrium model and the steady diffusion flamelet model. The calculation
times of the two non-premixed combustion models are 83 min and 101 min, respectively.
Therefore, the non-premixed chemical equilibrium combustion model is chosen due to its
lower computational demand. Both the non-premixed chemical equilibrium combustion
model and the non-premixed steady diffusion flamelet model can simulate the reaction of
turbulent diffusion flames. The non-premixed chemical equilibrium combustion model
can balance the chemical reaction quickly and calculate the intermediate components.
Moreover, it can achieve chemical equilibrium better than the steady diffusion flame
surface model. The local chemical equilibrium of the steady diffusion flame surface model
has an unbalanced effect, leading to untrue results. Under the same simulation effect, the
chemical equilibrium model is more stable and efficient. Non-premixed combustion can
solve the equations of multiple species, which is a very suitable combustion model with
mixed gas as fuel. In the non-premixed model, the mixing fraction affects the instantaneous
thermochemical state of the fluid. The mixture fraction f can be expressed by the atomic
mass fraction, where Zc is the mass fraction of component c, Zc,ox is the mass fraction of
the oxidant inlet and Zc, f uel is the mass fraction of the fuel inlet as shown below [47,58,59]:

f =
Zc − Zc,ox

Zc, f uel − Zc,ox
(24)
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Figure 9. Comparison of experimental and simulated results for the center line temperature distribu-
tions under different combustion models [57].

The assumption of moderate diffusivity in turbulent motion can hold under this
assumption of equal diffusivity, and the equation for the mixture fraction is a single
conservation equation as shown below [47]:

∂

∂t

(
ρm f

)
+∇·

(
ρm

⇀
v f
)
= ∇·

((
λ

Cp
+

µt

σt

)
∇ f
)
+ Sm + Suser (25)
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Among them, ρm is the mixture density,
⇀
v is the mixture velocity, λ is the thermal

conductivity of the mixture, Cp is the specific heat capacity of the mixture, µt is the turbulent
viscosity, σt is the Prandtl number, Sm is the source term and Suser is any user-defined source
term [47,60].

In addition to solving for the Favre mean mixture fraction, a conservation equation for
the mixture fraction variance ( f ′2) is solved using ANSYS Fluent [47]:

∂

∂t

(
ρm f ′2

)
+∇·

(
ρm

⇀
v f ′2

)
= ∇·

((
λ

Cp
+

µt

σt

)
∇ f ′2

)
+ Cgµt·

(
∇ f
)2

− Cdρm
ε

k
f ′2 + S

user
(26)

The mixture fraction variance is used in the closure model that describes turbulence–
chemistry interactions, where f ′ = f − f and the default values for the constants σt, Cg and
Cd are 0.85, 2.86 and 2.0, respectively.

3.4. Radiation Model

The P-1 radiation model is chosen as the radiation model. The P-1 model is a simplifi-
cation of the RTE model [61]. The P-1 model has low CPU requirements [62]. It belongs
to the simplest type of P-N model, which can handle the radiation problem of complex
geometries and consumes less resources [50]. The radiation flux qr in the P-1 radiation
model can be expressed as follows:

qr = − 1
3(a + σs)− Cσs

∇G (27)

To simplify the radiation flux formula, the parameter Γ is introduced:

Γ =
1

3(a + σs)− Cσs
(28)

Thus, Equation (28) is added into Equation (27):

qr = −Γ∇G (29)

The transport equation for the incident radiation G can be expressed as follows [63]:

∇·(Γ∇G)− aG + 4an2σT4 = SG (30)

Combine Equation (29) and Equation (30) to obtain the following:

−∇·qr = aG − 4an2σT4 (31)

In the above equations, a is the absorption coefficient, σs is the scattering coefficient,
C is the linear-anisotropic phase function coefficient, G is the incident radiation, n is the
refractive index of the medium, σ is the Stefan–Boltzmann constant and SG is a user-defined
radiation source [47].

4. Results and Discussion
4.1. Flame Height

The experimental data are obtained from the high-pressure hydrogen pipeline leak
jet fire experiment [13] and the high-pressure natural gas blended with hydrogen pipeline
leak jet fire experiment, respectively [16]. The initial pressure in the hydrogen storage pipe
is 6.1 MPa. The wind speed in open space is 4–8 m/s. The wind direction is variable. The
ambient temperature is 298 K. Lowesmith and Hankinson set up a similar test platform. In
Case 2, the initial pressure in the pipe is 7.16 MPa. The wind direction is northwest. The
wind speed is 1–2 m/s. The ambient temperature is 277 K. The two experiments are both
conducted at atmospheric pressure (0.1 MPa). Table 1 shows the experimental parameters
of these two cases.
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Table 1. Experimental parameters.

Experiment Reference Gas Composition Pipe
Diameter (m)

Initial
Pressure

(MPa)

Initial
Temperature (K)

Ambient
Wind

Speed (m/s)

Case 1 (Acton et al., 2010) [13] Hydrogen 0.1524 6.1 298 (4–8) a

Case 2 (Lowesmith and
Hankinson, 2013) [16]

78% natural gas
and 22% hydrogen 0.1524 7.16 277 (1–2) b

a Variable direction; b Northwest direction.

As shown in Figure 10a,b, the simulation results of flame height versus the leakage
time in Cases 1 (hydrogen) and 2 (natural gas/hydrogen mixtures) are compared with
the experimental data. It is worth noting that in Case 1, the measured data of the flame
height are not consistent with the simulated results in the first 2 s, and the measurement
data are always 0 in the first 0.5 s, while the simulated flame height began to increase
from 0. The reason is that in the large-scale hydrogen jet fire experiment, the jet fire had
not yet formed at the moment of the hydrogen leakage. Meanwhile, in the simulation,
the simulated hydrogen jet fire is ignited at the moment of the leakage to form a jet fire.
Figure 10a shows that the flame height through the CFD simulation is consistent with the
measured data after 2 s. The monitoring of the flame height in the simulation is achieved
by monitoring the grid height of the 1500 K isotherm [42].
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Figure 10. The comparison of measured and simulated results for the variation in flame height
with leakage time based on the experiments of Acton et al. [13] and Lowesmith and Hankinson [16].
(a) Large-scale hydrogen jet fire; (b) Large-scale natural gas/hydrogen mixture jet fire.

The flame heights are observed in the experiment of Lowesmith and Hankinson [16]
from both the south and east. The trend of the flame height throughout the simulation is
consistent with that of the measuring result monitored from the east and south, as shown
in Figure 10b. In the simulation, the influence of resistance loss is considered, and the mass
flow rate for Cd = 0.6 is selected as the boundary condition. In the simulation process of the
above two experiments, the notional nozzle model is applied. The maximum value of the
simulated flame height in Case 2 is lower than the measured data. It is speculated that a
huge fireball is formed in the first stage of the high-pressure gas leakage. This process is
not incorporated into the current simulation.
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4.2. Flame Appearance

When comparing the simulated flame’s appearance with the measured results by
Acton et al. [13], for which the flame temperature is 400–2200 K, the simulated results are
consistent with the experimental results. Figure 11 shows an image of the flame taken
shortly after the ignition of the pipeline leak. In the experiment, a fireball with a short
duration is formed at the moment of the hydrogen pipeline leakage. After the gas is
ignited, a transient flame is formed. With the attenuation of the gas flow, the flame height
is continuously reduced. Comparing the flame temperature contours at different time
points in the simulation shortly after the leakage, the flame’s appearance throughout
the simulation at 1.5 s after the leakage is consistent with the flame’s appearance in the
experiment (Figure 11). The simulated flame and the experimental flame are tilted by the
influence of ambient wind.
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Figure 11. The comparison of the flame appearance between large-scale hydrogen jet fire experiment
and simulation (the flame images were taken from Acton’s experiment [13]).

Lowesmith’s experimental images are also consistent with the simulation results.
The measured results show the flame’s appearance at some moments in the first 10 s.
By selecting the flame temperature cloud diagram at the corresponding moment in the
simulation, the flame’s appearance through the simulation in these 10 s is basically the
same as the flame’s appearance from the experiment (Figure 12). Based on the previous
work of Cirrone et al. [42] and Mahmud et al. [64], a temperature contour of 1500 K is used
to define the flame height. By observing the experimental flame image and the simulated
flame temperature cloud diagram, within 4 s after the leakage, the leaked gas is ignited,
rapidly expands to form a fireball and continues to expand and rise. Five to eight seconds
after the leakage, the height of the fireball reaches the maximum of about 100 m, and then
a jet flame is formed with a gradual decrease in height with the leakage time. As the gas
pressure in the pipeline decreases, the mass flow rate continues to decrease, and the jet
flame height gradually decreases. When the fireball is extinguished, a small amount of soot
is produced, and the flame is yellow as a whole. By comparing the flame height and flame
appearance between the simulation and the experiment, the accuracy of the simulation of
the flame size is proven.
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Figure 12. The comparison of the flame appearance between large-scale natural gas/hydrogen
mixture jet fire experiment and simulation (the flame images were taken from Lowesmith’s experi-
ment [16]).

4.3. Thermal Radiation

Figure 13 shows the comparison between the experimental data and simulated results
of the thermal radiation variation with the measured distance of the high-pressure hydrogen
jet flame. As shown in Figure 13a, the simulated results of the maximum thermal radiation
within 80 s agree with the measured data. The simulated results of the maximum thermal
radiation at 40 m and 50 m are higher than the measured data, but the simulated results of
the maximum thermal radiation at 60 m and 80 m from the central axis of the flame are
slightly lower than the measured data. Figure 13b shows the relationship of the thermal
radiation throughout the simulation and the measurement at the flame heat release rates of
2800 MW and 1500 MW, respectively. For the heat release rate of 2800 MW (at t = 11.5 s),
the simulations of the flame thermal radiations at four different measured distances (i.e.,
40 m, 50 m, 60 m and 80 m, respectively) are slightly lower than the measured data as a
whole, and the simulated flame thermal radiations at 40 m and 80 m are much closer to the
measurements. When the heat release rate is 1500 MW (at t = 20.5 s), the simulated results
of the flame thermal radiations at four different measured distances are quite consistent
with the measured data. From the comparison between the measured and simulated results
of the maximum thermal radiation and the thermal radiation at different heat release
rates, it can be concluded that the overall variation trend of the simulations of the flame
thermal radiation is consistent with the experimental measurement. This further proves the
accuracy of the proposed method for predicting the thermal radiation of jet fires resulting
from hydrogen and hydrogen-blended natural gas pipeline leaks.

Figure 14 shows a comparison of the variation in the thermal radiation with the
leakage time between the simulation and the experiment conducted by Lowesmith and
Hankinson [16]. It can be seen from Figure 14 that the simulated results of the flame
thermal radiation are generally lower than the measured data in the previous stage. In
particular, the simulated maximum thermal radiation of the jet fire at 144 m is lower than the
experimental data. According to the scene photos of Lowesmith’s experiment, a spherical
flame is produced in the previous stage, which radiated strong heat fluxes. But in the
simulation, the gas leakage immediately ignites to form a stable jet fire, and this dynamic
process cannot be accurately monitored. Thus, the simulated results of the flame thermal
radiation in the previous stage are generally lower than the measured data. However, after
100 s, the simulated flame thermal radiations are consistent with the measured data. In
general, the overall variation trend of the simulated thermal radiation from the jet fires is
consistent with the experimental measurements.
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Figure 13. The comparison of measured and simulated results for the variation in thermal radiation 
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Figure 13. The comparison of measured and simulated results for the variation in thermal radia-
tion with measured distance based on Acton’s experiment [13]. (a) Maximum thermal radiation;
(b) Thermal radiation.
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4.4. Hazard Distance of Thermal Radiation

The thermal radiation of jet flames can cause serious damage to the human body, so
it is crucial to know the distances at which thermal radiation causes harm. According to
the literature [65], the different hazard degrees of thermal radiation flux have different
hazard distances. Table 2 presents the hazard criteria for evaluating thermal radiation and
hazard distances.

Table 2. Hazard criteria of thermal radiation.

Thermal Radiation (kW/m2) Effect

25 100% lethality in 1 min
9.5 Second-degree burn after 20 s
4 First-degree burn

1.6 No harm over long exposure times
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According to the simulation results, the hazard distances caused by high-pressure
hydrogen jet fire (Case 1) and high-pressure natural gas/hydrogen mixture jet fire (Case 2)
under different heat radiation fluxes are obtained, as shown in Figure 15. According to
the simulation results, the high-pressure hydrogen jet fire will cause 100% lethality in
1 min within 46 m from the center line of the flame, second-degree burns within 76 m
and first-degree burns within 107 m. The high-pressure natural gas/hydrogen mixture
jet fire will cause 100% lethality in 1 min within 61 m from the center line of the flame,
second-degree burns within 97 m and first-degree burns within 143 m.
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To further study the influence of different pipe pressures and hydrogen blending
ratios on the hazard distances of flame thermal radiation, seven different pipe pressures
and six different hydrogen blending ratios are considered, and the corresponding hazard
distances are analyzed (Figure 16). The pipe diameter and environmental parameters
are the same as those in Case 2. The pressure in the pipe is increased from 1 MPa to
7 MPa, and the hydrogen blending ratio is set to 0%, 10%, 15%, 22%, 50% and 100%,
respectively. As show in Figure 16a–e, when the hydrogen blending ratio is constant, the
hazard distance increases with the increase in pressure. When the pressure is constant, the
hazard distance decreases with the increase in the hydrogen blending ratio. In Figure 16d,
the experimental data of the thermal radiation hazard distance of the natural gas/hydrogen
mixture jet fire with a hydrogen blending ratio of 22% conducted by Lowesmith [16] are
added. By comparing the 40 m hazard distance corresponding to a thermal radiation
of 56.5 kW/m2 and the 76 m hazard distance corresponding to a thermal radiation of
20.7 kW/m2 with the simulated hazard distance, the overall variation trend of the hazard
distance with the thermal radiation is consistent. The results show that the proposed
simulation framework is reliable in judging the hazard distance of the thermal radiation.
When the hydrogen blending ratio increases from 0% to 22%, the hazard distance under
the corresponding thermal radiations of 4 kW/m2 and 9.5 kW/m2 decreases by 5% and 2%,
respectively (Figure 17). When the hydrogen blending ratio increases from 0% to 50%, the
hazard distance under the corresponding thermal radiations of 4 kW/m2 and 9.5 kW/m2

decreases by 14% and 11%, respectively (Figure 17). It proves that the decrease in the
thermal radiation hazard distance is less affected by the hydrogen blending ratio when the
hydrogen blending ratio is lower than 22%. The flame thermal radiation hazard distance is
affected by the mass flow rate of leaked gas. After natural gas is mixed with hydrogen, the
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density of mixed gas is smaller than that of natural gas, and its density decreases with the
increase in the hydrogen blending ratio. Thus, under the same pipe diameter and pressure,
the mass flow rate of the natural gas/hydrogen mixtures is lower than that of the natural
gas and decreases with the increase in the hydrogen blending ratio. Meanwhile, the gas
diffusion combustion coefficient of hydrogen is lower than that of natural gas, resulting
in a decrease in the thermal radiation intensity of the mixed gas. Therefore, the increase
in the hydrogen blending ratio can lead to a reduction in the flame thermal radiation
hazard distance.
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Figure 16. Hazard distances under different hydrogen blending ratios and initial pressures. (a) 0% 

hydrogen blending ratio; (b) 10% hydrogen blending ratio; (c) 15% hydrogen blending ratio; (d) 22% 
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5. Conclusions

A 3D model of a pipeline leakage jet fire accident involving a gas mixture is established
with ANSYS Fluent 2020 R2. The problem of the prediction of gas mass flow rates in the
actual pipeline leakage situation due to the jet impingement is solved by establishing an
equivalent pipe leakage model.

The non-premixed chemical equilibrium combustion model is validated to be a more
suitable combustion model by comparing the simulated results of the flame center line
temperature distributions with the experimental results. A CFD simulation framework is
obtained by using the RNG k− ε turbulence model, the non-premixed chemical equilibrium
combustion model and the P-1 thermal radiation model for large-scale high-pressure gas
leakage jet fires. The simulated results of the flame height, flame appearance and flame
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thermal radiation agree with the experimental results to verify the reliability of the proposed
model and the CFD simulation framework.

When the hydrogen blending ratio is the same, the thermal radiation hazard distance
increases with the pressure (from 1 MPa to 7 MPa). When the pressure is the same, the
thermal radiation hazard distance decreases with the hydrogen blending ratio, increasing
from 0% to 100%. When the hydrogen blending ratio is lower than 22%, the decrease in the
thermal radiation hazard distance is less affected.

The simulation and accurate estimation of high-pressure gas leakages and the resulting
jet fire radiation are very significant in process industries. It is helpful for the design of
pipelines transporting pure hydrogen or hydrogen blended with natural gas and the
determination of safe distances from these pipelines. This work supports the reliability
of the CFD simulation of pipeline leakage and gas combustion, leading to more accurate
predictions of large-scale jet fires induced by the leakage of high-pressure pure hydrogen
and hydrogen-blended natural gas pipelines. In the future, other influential factors, such
as the pipeline diameter and wind speed, etc., should be explored.
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Nomenclature

A Leakage area (m2)
b Correction coefficient of gas specific volume (m3/kg)
Cd Discharge coefficient
d Diameter (m)
m Gas mass (kg)
.

m Gas mass flow rate (kg/s)
P Gas absolute pressure (Pa)
Rg Gas constant (J/(kg·K))
T Gas thermodynamic temperature (K)
u Gas flow velocity (m/s)
v Gas specific volume (m3/kg)
vcr Critical pressure ratio
t Time (s)
ui Velocity components in x-direction (m/s)
xi Physical coordinate in x-direction
xj Physical coordinate in y-direction
k Turbulence kinetic energy (m2/s2)
YM Contribution of the fluctuating dilatation in compressible turbulence to the overall

dissipation rate
Gk Turbulent kinetic energy generation term due to the mean velocity gradient
Gb Turbulence kinetic energy generation term due to buoyancy
S Source term
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C1ε Constant = 1.42
C2ε Constant = 1.68
C3ε Constant
Z Mass fraction (%)
f Mixture fraction (%)
⇀
v Mixture velocity (m/s)
λ Thermal conductivity (W/(m·K))
Cp Specific heat capacity (J/(kg·K))
qr Radiation flux (kW/m2)
Γ Parameter in Equation (28)
G Incident radiation (kW/m2)
C Linear-anisotropic phase function coefficient
n Refractive index of the medium (cm−1)
a Absorption coefficient (cm−1)
r Distance from the flame center line (m)
z Height from the ground (m)
.

Q Heat release rate (MW)
Greek symbols
ρ Gas density (kg/m3)
γ Specific heat ratio
ε Turbulence eddy dissipation (m2/s3)
σs Scattering coefficient (cm−1)
σ Stefan–Boltzmann constant = 5.67 × 10−8 (W/(m2·K4))
µt Turbulent viscosity (kg/(m·s))
σt Prandtl number
α Inverse effective Prandtl number
µ dynamic viscosity (Pa·s)
Subscripts
a Ambient gas condition
i Iteration
0 Initial
1 Gas state inside the pipe
2 Gas state at the real leakage outlet
3 Gas state at the notional nozzle
c Component
ox Oxidant inlet
m Mixture
user User-defined
f uel Fuel inlet
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