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FOREWORD
DEMOCRACY IS IN CRISIS, AND FREEDOM  
OF SPEECH IS BEING UNDERMINED ALL 
OVER THE WORLD.
By Kjersti Løken Stavrum and Damian Tambini

Co-chairs of the working group

The democratic idea – that the legitimacy of authority should be based on free deliberation between equal 
citizens – faces existential challenges of war, climate crisis and pandemic, amid deepening inequality 
and	injustice.	Updating	media	regulation	cannot	fix	democracy	or	guarantee	free	speech	in	the	face	of	
these challenges and the authoritarians that seek to exploit them. But deep reform of social media is a 
necessary – and increasingly urgent – part of democratic renewal.
 

The radical transformation of information systems by the internet was expected to favor freedom of speech 
and a transparent society, enabling bottom-up social organization and a new plural, decentralized public 
discourse. This vision may yet come to pass. But recent years have shown that it will not do so without 
policy change as well as new thinking about free speech. Without new rules and institutions, the existing 
social media business model and governance – or lack of it – will continue to favor authoritarianism and 
populism. Data-driven, targeted and personalized media, based not on news values and fact checking 
but purely on engagement must be reformed, but our zeal for reform must not be used to justify a 
crackdown on free speech.
 

The political will for change comes from citizens. We have witnessed the threat these new internet 
gatekeepers pose – by undermining trusted free media; by fragmenting and coarsening public discourse 
and by undermining the shared factual basis of social trust and a sustainable civil society. In the short 
history of the internet, successive attempts have been made to strengthen it as a contribution to societal 
improvement:	by	developing	‘voluntary’	ethical	codes,	by	encouraging	social	responsibility	over	profit,	and	
imposing	a	range	of	new	rules	on	content	moderation.	But	these	attempts	have	been	largely	ineffective.	
Where they did lead to change, the medicine was sometimes worse than the illness, as new forms of 
governance	were	used	to	stifle	speech	and	capture	free	media.

The	first	paradigm	of	platform	accountability	grew	out	of	competition	between	states	as	they	sought	to	
maximize	the	economic	benefits	of	the	internet.	The	next	generation	will	be	based	on	the	need	to	protect	
democracy and human rights such as freedom of expression. In the past decade, immensely powerful 
gatekeepers have emerged on the internet, and civic societies need to agree on new approaches to 
ensure that the gatekeeping power of these new institutions is deployed in the public interest, and not for 
private or obscure interests. These gatekeepers occupy a critical position in democracy: their moderation 
increasingly operates as a private adjudicator of fundamental rights such as freedom of expression, but 
they are increasingly called upon by the state to moderate and regulate democratic debate. This is why 
the gatekeepers are entering regulatory pacts with governments all over the world, which is a moment 
both of opportunity and of danger for free speech and democracy. 
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Real reform will take time. The development of a new culture for online awareness as well as balanced 
regulation will not be quick or easy. It is global, multi-levelled and requires complex coordination among 
multiple	stakeholders.	And	not	least:	reforms	that	improve	democracies	might	have	the	opposite	effect	
in totalitarian regimes. 

The hard work of reforming media and information systems has begun. Many countries have published, 
and even passed, new laws, codes and regulations that aim to radically reform the incentives for social 
media and other internet intermediaries. But because of the dangers to speech freedom, this process of 
experimentation and institution building cannot be developed only by one or a few countries, it must be 
developed through genuine multilateral partnership, global standards, and global institutions.
 

Above all, successful governance reform requires clear international agreement on principles. The 
recommendations	in	this	report	offer	a	clear	and	decisive	step	in	the	direction	of	updating	free	media	
systems and reconciling them with a new, pro-democratic social media ecology. All states seeking to 
ensure the freedom of speech should urgently seek to endorse them.
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EXECUTIVE SUMMARY
 

FROM IMMUNITY REGIMES TO ACCOUNTABILITY REGIMES

>  In recent years, the information and communication space has been drastically restructured by digital 
platforms and social media accounts.

>  No	legal	provision	specifies	how	platforms	should	handle	accounts,	giving	tech	companies	full	flexibility	
to	define	the	rights,	duties,	and	sanctions	of	these	accounts.

>  With their self-appointed and self-administered standards and unilateral decisions to sanction accounts, 
platforms hold the powers to decide who can or cannot participate in the public debate within their 
services.

>  Given the role these platforms have taken in structuring the public debate, these types of decisions 
should be framed by democratic institutions and following democratic principles. In short, there is a 
need to establish accountability regimes.

>  This accountability towards democratic authorities must be settled within a new national and 
international governance framework.

This report develops accountability regimes for digital platforms and their users. The recommendations 
presented below are the result of an international call for contributions, and a set of interviews and 
research carried out by the group of rapporteurs under the guidance of a Steering Committee. The 
recommendations outlined are addressed to states, social media platforms, civil society organizations, 
and social media users. 

Accountability regimes recommended in this report must be understood within the framework 
of international human rights law, in particular Articles 19 of the Universal Declaration of Human 
Rights and of the International Covenant on Civil and Political Rights. No recommendation in this 
report may be interpreted or used  as a pretext for any state, group or person to undermine or 
destroy human rights and freedoms. 

General accountability regime
Platforms should:

  > 	Create	and	enforce	a	general	accountability	regime	for	social	networks	users	that	would	fix	in	law	the	
rights, duties, and applicable sanctions of account holders; 

  >  Detail, as part of the general accountability regime, which type of content (e.g., disinformation, 
misinformation,	 hate	 speech)	 and	 practices	 (such	 as	 mass-reporting,	 astroturfing,	 inauthentic	
coordinated behavior) should entail the liability of account holders.

States should:
  >  Ensure that sanctions on social networks (limiting the reach, suspending or terminating of an account, 
for instance) are made in accordance with human rights, i.e., the sanction must have a legal basis, 
pursue a legitimate aim, and be proportionate;

  >  Implement an appeal mechanism for account holders to challenge decisions from platforms, by 
reference to a judicial authority.
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Special regimes
Platforms should:

  > 	Create	special	 regimes	 for	news	media	and	 journalists,	 influencers,	highly	 influential	accounts,	and	
group administrators, given their important role in shaping the public debate and their capacity to 
influence;

  >  Create a special regime for minors; 
  > 	Create	a	code	of	conduct	for	influencers,	highly	influential	accounts,	and	group	administrators	to	frame	
their activity;

  > Impose	sanctions	that	reflect	a	user’s	level	of	influence	and	capacity	to	cause	harm.

Accountability of social networks
Platforms should:

  >  Create internal appeal processes enabling users to challenge a content moderation process or any 
sanction taken by the platform; 

  > 	Have	the	right	to	refer	specific	cases	to	the	national	or	transnational	regulatory	body	to	seek	advice	
and provide transparency reports on the operation of these schemes.

States should:
  > Hold	platforms	responsible	in	proportion	to	their	influence,	and	impact	of	their	contribution;
  >  Hold platforms responsible for respecting national and international law. International law should be 
preferred when it is more favorable to the account holders; 

  > 	Impose	on	platforms	a	transparency	obligation	and	notification	requirement	to	account	holders	when	
implementing sanctions;

  >  Hold platforms responsible for complying with decisions from authorities, and apply sanctions or 
reinstate accounts and content according to the decisions.

Governance
States should:
At the national level, establish a new or strengthen an existing independent administrative 
authority.

  >  This authority should have the mandate to serve as support for users of digital services, oversee 
platforms, serve as a research cluster, and advise on public policies and regulations at the national 
level.

  > 	This	authority	 should	have	 the	necessary	means	and	 resources	 to	achieve	 its	objectives.	A	 specific	
taxation	on	large	digital	platforms	should	be	used	to	finance	this	authority.

  >  The decisions taken by the authority should be binding to social networks and entirely independent 
from the government’s executive branch and private interests.

Create a transnational body. This body should:
  > Have the mandate of monitoring the application of accountability regimes by states and platforms;
  > Include a dispute-settlement body based on arbitration principles;
  >  Include an investigative assistance body in charge of collecting, consolidating and preserving information 
and evidence of violations of international humanitarian law and human rights violations and abuses.
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DEFINITIONS
1/ ENTITIES
Social network	is	a	category	of	websites	with	unique	URL	profiles,	where	each	profile	account	can	write	
a	public	commentary	on	another	profile	(it	may	disappear	over	some	period	of	time	or	upon	removal),	
and	each	profile	holder	can	traverse1 the network through a series of connections. 

In this report, “social network” and “social media” are used interchangeably.

Online service providers: as stated in the Declaration on Information and Democracy, are entities that 
help structure the information and communication space by creating the technical means, architecture, 
and standards for information and communication. This includes digital platforms (“platforms”), which 
are	defined	as:	 “online	 sites	and	services	 that:	 (a)	host,	organize,	 and	circulate	users’	 shared	content	
or social interactions, (b) without having produced or commissioned (the bulk of) that content, (c) built 
on an infrastructure, beneath that circulation of information, for processing data for customer service, 
advertising,	and	profit.”2 

In this report, “platforms” and “online service providers” are used interchangeably. 

The report does not address all platforms but only those that provide social media services whose activity 
contributes to the public debate in our democratic societies.

Online service providers / platforms should be distinguished from: 

>  Hosting services: those services that consist of the storage of information provided by, and at 
the request of, a recipient of the service (such as web hosting or cloud services);

>  Intermediary services: a “mere conduit” service that consists of the transmission in a 
communication network of information provided by a recipient of the service, or the provision of 
access to a communication network (e.g., internet service providers).

Very large online platforms (VLOPs): refers to platforms that meet a threshold of 10% of consumers in 
the regional market.

2/ TYPES OF CONTENT
Disinformation: Information that is false and deliberately created to harm a person, social group, 
organization or country.3

Misinformation: Information that is false but not created with the intention of causing harm.4

Legal yet harmful: Content that is legal yet deemed harmful by the platform. 

Rumors: Claims which do not hinge on their inherent truth value, and whose power arises from social 
transmission itself.5

Conspiracy theories: The belief that a hidden group of powerful individuals exerts control over some 
aspect of society.6 

1  Boyd, Danah M. & Nicole B. Ellison (2007).
2  Gillespie, Tarleton (2018).
3  UNESCO (2018).
4  Ibid.
5  Berinsky, A.J. (2015)
6	 	Vermeule,	Adrian	&	Cass	Sunstein	(2009)



1010

3/ CONTENT MODERATION AND CURATION
Content moderation: When online platforms screen and monitor user-generated content based on 
platform-specific	rules	and	guidelines	to	determine	whether	to	host	or	continue	hosting	a	specific	piece	
of content under their terms of service. These decisions include removal of content, permanently, 
temporarily, or by geographical area.7 

Content curation:	Decisions	regarding	the	reach,	prominence,	or	amplification	of	certain	content.	These	
could include boosting, invisibilization, or demoting.8

4/ REGULATION
State regulation: Any binding legal or regulatory instrument that local, national, or regional public 
institutions enact through their legislative processes.9 

Self-regulation:	Online	platforms	define	what	kind	of	content	is	acceptable	when	using	their	services,	
often by creating their own terms of service. Platforms carry out regulation primarily in two ways: through 
moderation or curation of content.10

Co-regulation: A system in which the general guidelines and expected results of platform policies 
are	defined	in	a	 legal	 instrument,	with	input	from	multiple	sectors,	which	must	be	applied	directly	by	
platforms taking into consideration local and regional context and in line with human rights principles. 
An appropriate body, with guarantees of independence and autonomy, should oversee the companies’ 
application of these standards. Co-regulation should include civil society and could potentially exclude 
governments.

7  Access Now (2020).
8  Ibid.
9	 	Ibid.
10  Ibid. 
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INTRODUCTION 
SHIFTING FROM IMMUNITY REGIMES  
TO ACCOUNTABILITY REGIMES

As stated in the International Declaration on Information and Democracy, the global communication 
and information space is a common good of humankind and of great democratic value. As such, its 
management should be based on democratic institutions and democratic principles. 

Digital platforms structuring this space hold paramount power over the ability to participate in the 
democratic process, given that users utilize these interfaces to exercise their right to information and 
their freedom of expression and opinion. The power of shaping the public debate and democratic life 
must come with inseparable guarantees of accountability. 

Yet, the current situation and regulation of the online space prove otherwise, specifically when it comes 
to the management of accounts by social networks. There is too little oversight and transparency. We 
must shift from immunity to accountability.

1/ DIFFERENT FORMS OF REGULATION
The international traditional law on freedom of expression has been developed to grant free speech while 
providing reasonable restrictions to what citizens can or cannot say. International standards have been 
formulated,	notably	in	the	Article	19	of	the	International	Covenant	on	Civil	and	Political	Rights	(ICCPR),	
which stipulates that these restrictions shall “only be such as are provided by law and are necessary: (a) 
for respect of the rights or reputations of others; (b) for the protection of national security or of public 
order (order public), or of public health or morals”.11 International human rights law, and in particular 
Article	19	of	the	ICCPR	should	serve	as	a	framework	of	first	reference	for	systemic	and	individual	content	
moderation	decisions	and	practices.	As	such,	the	ICCPR	should	take	precedence	if	conflicting	with	regional	
international human rights instruments.

This entails that content moderation practices must be legitimate, necessary and proportional within the 
framework	of	Article	19(3)	ICCPR	(restrictions	on	freedom	of	expression)	which	sets	out	the	limitation	
grounds of freedom of expression. For hate speech, the applicable threshold should be based on 
Article 20(2) ICCPR (prohibition of advocacy of hatred) and take into consideration the Rabat Plan of 
Action’s six-part threshold test for context, speaker, intent, content and form, extent of dissemination, 
and likelihood of imminent harm before taking enforcement action. For disinformation, the grounds in 
Article	19(3)	ICCPR	and	Article	25	ICCPR	(right	to	participate	in	voting	and	elections),	should	be	adhered	
to.	Further	vague,	blanket	policies	for	removal	are	incompatible	with	Article	19	and	only	disinformation	
entailing real and immediate harm should be subject to the most intrusive restrictive measures, such as 
content removal. In determining the limits of disinformation, the post’s content, its context, its impact, its 
likelihood of causing imminent harm, and the speaker’s intent must be decisive factors. 
 All democracies consider freedom of expression as the bedrock of their political regimes, even though 
there	may	be	different	cultural	 interpretations	on	how	far	restrictions	on	freedom	of	expression	may	
be	 reasonable.	 National	 laws	 and	 regulations	 can	 take	 different	 forms	 within	 a	 shared	 democratic	
conception, from an absence of state intervention, where freedom of expression is considered the 
strongest and most necessary value, at the expense of others, to a more interventionist model in which 
the	exercise	of	the	state	appears	as	an	additional	guarantee	of	effectiveness.	The	effectiveness	of	free	
speech in democratic countries relies on the reasonability of speech restrictions and their application 
under the rule of law.

11	 	Office	of	the	United	Nations	High	Commissioner	for	Human	RIghts	(1966).
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The current laws on freedom of expression allow ruling on the legality or illegality of the content and, 
in	relevant	cases,	defining	what	compensation	should	be	made	by	the	offender	to	the	offended	for	the	
harm	suffered.	These	laws	apply	to	all	participants	in	the	public	debate	online	and	offline.	

Media outlets have an historic role in shaping the public debate, and as such have been subjected to 
specific	regulations	(media	law),	both	to	ensure	freedom	of	the	press	and	to	set	basic	requirements	for	
information reliability and plurality.

Media	law	sometimes	defines	rights	and	more	often	obligations	to	news	media	and	the	public.	News	outlets	
and	their	editorial	leadership	are	liable	for	the	publication	and	can	be	sued	for	press	offenses	such	as	
libel or breach of privacy. Traditionally, they follow self-regulatory ethical and professional standards12 for 
respecting the truth and granting rights to the public, such as the right of reply or correction. Obligations 
to	provide	plural	 information	 to	 their	audience	are	often	 required,	especially	 in	 the	audiovisual	field.	
Along	with	 these	duties,	news	media	have	been	given	 specific	 rights	 to	 serve	 the	public	 interest	 and	
public fundamental rights, without any interference from public authorities or private interests. 

In recent years, the information and communication space has been drastically restructured by digital 
platforms, which are not accountable for the content they host on their services. They have given rise 
to a new actor in the information and communication space: social media accounts. No legal provision 
specifies	how	platforms	should	handle	accounts,	giving	tech	companies	full	flexibility	to	define	the	rights,	
duties and sanctions of these accounts. 

2/ PLATFORMS’ DECISIONS ON ACCOUNTS
The rights, duties and sanctions on accounts are not framed by law, but solely by the terms and conditions 
established by platforms, mostly with commercially oriented purposes and without due diligence on their 
impact on human rights and democracy. Because of their international application regardless of borders 
and cultures, terms and conditions are not always consistent with international or national law.

In the event of a violation of their terms of service (ToS), platforms have taken sanctions on accounts 
ranging	from	reducing	the	reach	of	a	specific	account	to	permanently	banning	the	user.	These	decisions	
have	a	major	 impact	on	 the	public	debate,	 specifically	when	 it	 concerns	public	figures,	politicians,	or	
opinion leaders, and are taken with no accountability to the public or any independent authority. 

Platforms have also taken further action to provide context or background on accounts, verifying 
some	and	labeling	others.	Twitter’s	policy	on	government	and	state-affiliated	media	account	labels,	or	
Facebook’s	profile	verification	policy,	illustrate	these	efforts	of	self-regulation	to	protect	the	integrity	of	
public	debate,	sometimes	providing	accounts	of	public	figures	with	specific	moderation	exemptions.13

But this self-regulation of accounts raises concerns about its opacity, arbitrariness and unilaterality. 
On the one hand, digital platforms are not accountable for applying their own terms and conditions, 
and sometimes grant privileges to certain account holders enabling them to breach the platform’s own 
policies.14 On the other hand, other account holders face unexplained and discretionary moderation 
decisions, even though they are publicly recognized as reliable and professional sources of information.15 
In the absence of due diligence on the impact of their internal rules and policies, platforms have adopted 
practices detrimental to the rights of their users.

12	 For	instance,	the	Declaration	of	the	Duties	and	Rights	of	Journalists,	also	known	as	the	Munich	Charter,	defines	ten	duties	and	five	
rights	for	the	journalist	profession.	For	more	information,	see:	European	Federation	of	Journalists	(1971).	

13	 Twitter	(2019).
14 Several examples could be mentioned, such as Facebook’s XCheck internal programme, revealed by The Wall Street Journal in 

September	2021,	and	Meta’s	change	in	its	Glorification	of	Violence	Policy	in	some	European	and	Central	Asian	countries.	For	more	
information,	respectively	see:	Horwitz,	Jeff	(2021)	and	Vengattil,	Munsif	&	Elizabeth	Culliford	(2022).

15 Just to name a few cases: the case of French journalist David Thomson,  the account of The Kashmir Walla magazine in India, or the 
account of the Ecuadorian investigative news outlet Periodismo de Investigación. For more information, respectively see: Reporters 
Without Borders (2016), Reporters Without Borders (2021) and Observacom (2022).
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The inability of account holders to properly appeal the sanctions enforced by platforms is also problematic. 
Firstly, shadow banning or other unnoticed sanctions prevent account holders from exercising their right 
to appeal, given their lack of knowledge. Secondly, the appeal process is often made under obscure 
internal mechanisms. Each company has developed its own appeal modalities and mechanisms, usually 
consisting of a review by the support team.16 The most famous exception is Meta’s Oversight Board, which 
is composed of independent experts. Since 2020, the Board has selected the most complex removal or 
suspension cases and decided in the second instance if the moderation was appropriate or should be 
overturned.	Meta	can	also	ask	the	Oversight	Board	for	recommendations	on	difficult	moderation	issues,	
but these are non-binding. 

With their self-standards and unilateral decisions to sanction accounts, platforms hold the powers to 
decide who can or cannot participate in the public debate taking part in their services. Given the role 
these platforms have taken in structuring the public debate, these types of decisions should be framed 
and scrutinized by democratic institutions, and following democratic principles.

3/ WHAT IS MISSING
Specific	rights	and	obligations	should	be	defined	for	account	holders	and	digital	platforms	to	establish	a	
clear framework respecting human rights and the principles of rule of law. This democratic framework 
must establish necessary, proportionate and fair sanctions in case of violations of these rights and 
obligations, including breach of terms and conditions by account holders.  

A due and transparent process of sanctioning must be developed to prevent platforms from moderating 
in an opaque and arbitrary manner. It must provide account holders a right to appeal to an internal 
dispute resolution mechanism set up by the platform, and inform them on how to refer to a national 
authority or court in case they want to appeal the internal decision. 

This shift from immunity regimes to accountability regimes for platforms and account holders is essential 
to ensure the legitimate control of democratic institutions over the public debate. This accountability 
towards democratic authorities must be settled within a new governance framework. A national 
administrative authority should be mandated to make sure digital platforms respect all their obligations 
and the rights of their account holders. Users should easily have access to independent judicial institutions 
dedicated to litigation involving platforms.

The power that digital platforms hold on the public debate goes far beyond the national scale. To 
offset	their	tremendous	influence	on	the	worldwide	space	of	information	and	communication,	national	
institutions won’t be enough: international bodies must be created or mandated to grant the respect of 
universal human rights by platforms and hold them accountable under international law.

Whereas the latest legislation on digital platforms was mainly focused on reducing the systemic risks that 
they pose to society,17 no	legislative	initiative	aims	at	fixing	the	problematic	loopholes	surrounding	the	
accountability of platforms and users over accounts and their related content. 

This report develops accountability regimes for digital platforms and their users. In line with the principles 
of the International Declaration and Partnership for Information and Democracy, it intends to create 
democratic safeguards protecting the exercise of freedom of opinion and expression and the right to 
information in the digital space of information and communication.

16 For more information on the policies of each platform, see the comparative analysis “How To Appeal.” from Electronic Frontier 
Foundation (EFF), accessed on 18 Aug 2022 via: https://www.onlinecensorship.org/en/pages/1214ccb8-e1d5-472a-91e8-745d895b4dff

17 We can see this approach in the Digital Services Act (DSA) in the EU (see Appendix 1) or in the Online Safety Bill in the UK.

https://www.onlinecensorship.org/en/pages/1214ccb8-e1d5-472a-91e8-745d895b4dff


1414

Chapter 1: 
Accountability  
of Social Networks

It is essential that social networks respect the principles 
and guarantees that ensure the democratic nature of 
the information and communication space. Recalling the 
International Declaration on Information and Democracy, 
social networks must be responsible in proportion to their 
influence and the impact of their contribution. 
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1.1 RIGHTS OF SOCIAL NETWORKS 

Social networks should have the right to:

Seek advice from a transnational regulatory body
Platforms can appeal	to	the	expertise	of	the	transnational	regulatory	body	when	encountering	a	difficult	
situation.

Establish a definition for content that is deemed legal yet harmful
Social	networks	have	the	right	to	include	in	their	terms	and	conditions	a	definition	for	content	that	is	
considered legal yet harmful, and take appropriate18 moderating decisions to mitigate its spread, if the 
following conditions are met:

•  Such	 definition	 should	 be	 elaborated	 through	 an	 inclusive	 process	 of	 deliberation,	 with	 the	
participation	of	affected	persons	and	communities	and	civil	society	organizations.

•  Both	 the	definition	and	 the	decisions	 taken	on	 its	basis	must	be	 in	 conformity	with	 international	
human	rights	law,	including	Article	19	of	the	ICCPR.

1.2 OBLIGATIONS OF SOCIAL NETWORKS 

We recommend that social networks commit to the following obligations with respect to their 
relationship with the users, compliance with authorities, and decision-making practices.

National and international law
Social networks should respect their obligations under international19 and domestic law consistent with 
international	obligations	of	the	state	in	the	field	of	human	rights	and	fundamental	freedoms.	In	the	spirit	
of Article 5, par. 2 of the ICCPR, social networks should apply the law that is the most favorable to human 
rights	and	specifically	to	the	freedom	of	expression	of	the	user	who	posted	the	content.

Fair and transparent decision process
Social networks should respect the 5 Cs principle in their moderation solutions: customization, 
compatibility, community, care, and centralization-free.20 Additionally, the moderation process should be 
necessary, proportionate, and conform to the principles in the terms of service.
Platforms should analyze a series of parameters before taking any decision to block, demonetize or 
promote content or accounts, whether that decision is made through automated moderation practices 
or by human moderators, by taking into account the: 

•  quality of the sender (greater caution should be exercised for journalists or persons having a great 
level	of	influence);

•  intention of the author of the publication (is the image posted with an activist/informational purpose, 
etc.);

•  format of the post and the context surrounding its content;
•  likelihood of imminent harm to users and the public;
•  extent of dissemination of the content;
•  participation (or not) of the information in a debate of general interest in the society.

18  Sander, Barrie (2020).
19  United Nations (2011).
20  Ermoshina, Ksenia (2022). 
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Automated content moderation
Social networks should explain the logic of the algorithm, and the criteria to which the algorithm responds. 
Algorithms should follow a principle of explicability towards the users and explain21 the:

•  number of times content has been curated, moderated and ordered;
•  numbers broken down by action taken; 
•  criteria and data used to train the algorithms to identify, moderate, prioritize and personalize content; 
•  collection of data, including personal data; 
•  biases of the data and biases reproduced by the algorithms;
•  potential misuses and abuses of the algorithms, false positive / false negative rates; 
•  procedures used to correct errors. 

Platforms should set up teams dedicated to the quality of user dialogue through a mediation service 
to ensure that users understand the information correctly. Explanations of the algorithm should be 
provided in all languages in which the social network operates.

The platforms should organize a form of «reachability» of algorithmic systems, in particular by 
systematically identifying within each company or administration a team responsible for the operation 
of an algorithm as soon as it processes people’s data. This team must be easy to contact and have the 
means to respond quickly to requests received. This could be achieved by:

•  setting up teams dedicated to the quality of user dialogue; 
•  setting up a mediation service to ensure that users understand the information they need.

Effective notice procedure
Social	networks	should	provide	every	account	holder	with	an	effective	notice	procedure22 that meets 
the principles of accessibility, clarity and readability. Users should be informed immediately if content is 
taken down, blocked, demoted or demonetized, or associated with a content warning. 

Social networks should set up a supervised notice procedure to report objectionable content on 
platforms,	such	as	those	that	make	a	call	to	terrorism.	Additionally,	the	user	who	notified	the	content	
should be informed of the evolution of the request. The notice procedure should be simplified: it 
should be possible to complete the notice in a maximum of three clicks and it should be standardized 
on all platforms.

Appeal process
In order to ensure that there is a fair hearing for users, social networks should commit to establishing 
appeals processes.23 This includes an appeal body to contest the “shadow-ban” decision, and the 
establishment of a dialogue between users and the teams responsible for the operation of algorithms 
using personal data, who should be representative and trained on the impact of their activity. 

Special regimes 
Social	networks	should	recognize,	as	a	minimum	requirement,	the	special	regimes	identified	in	Chapter 3	
and establish procedures to adapt to their additional rights and duties accordingly. 

Cooperation with other entities 
Social networks should submit to the arbitral tribunal disputes concerning content moderation where 
the situation is of some complexity (a case concerning an international public person must be regarded 
as a complex case).

21  Tsamados, Andreas et al., (2022).
22  Council of Europe (2021).
23	 	Common,	MacKenzie,	(2019).
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They should transfer to the international investigative mechanism, on their own initiative, any information 
that	 contributes	 to	demonstrating	 the	 violation	of	human	 rights,	or	 any	 illegal	 act	 that	qualifies	as	a	
serious crime (genocide, crimes against humanity, war crimes), as well as  any relevant information at the 
request of this investigative mechanism.

The platform should transmit the element identifying the user to an independent judicial authority in 
event of legal proceedings under certain conditions:

•  The act must be illegal under domestic law that is consistent with international human rights law.
•  The state must rank highly according to the transnational regulatory body’s principles of justice and 

freedom of opinion and expression. If the transnational regulatory body is persuaded that human 
rights of users will be respected, the identity of users may be revealed to the authority.

•  The	identification of the user must be requested by an independent and impartial judicial authority 
in the context of a procedure respecting fair trial.

Competent authorities should:24

•  have access to data identifying the persons who posted the problematic content; 
•  have access to the post concerned;
•  set up an automatic transmission of an alert to a dedicated public platform, or even a platform 

accessible by international investigators. 

Compliance with authorities’ decisions
Social networks should commit to comply with the decision of domestic authorities that are consistent 
with international human rights law. 

Whenever an independent judicial authority deprives the account holder of access to the social network, 
the platform has the obligation to apply the sanction.

Cooperation with the transnational regulatory body
Social networks should commit to participate within and cooperate with the transnational regulatory 
body (see Chapter 4).

Appointment of a legal director
It is essential that social networks commit to appointing a legal director to represent them in the state in 
which they operate. The legal representative will be the main interlocutor with the competent national 
authorities and will represent platforms in legal proceedings. 

Algorithmic liability 
Social networks should commit to being liable for the harm caused by their algorithms. Any social 
network using algorithms that create a toxic user experience, for example by amplifying hate, should be 
designated as content producers and held responsible for the harm caused.

Compensation to victims 
Social networks should commit to establishing a procedure that respects the principles of fair trial in 
order to determine the existence of damage, and the form and amount of compensation required for 
the victim.

They should have the ability to provide compensation if and when an error in moderation has imposed 
financial	loss	on	the	user.

24  Heldt, Amélie & Stephan Dreyer (2021).
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Terms and conditions 
Social networks should publish their policies regarding what user-generated content and behavior is or 
is not permitted: for rules about content and targeting for advertising; for content moderation, content 
ranking, content targeting, and socializing recommendations; and for processing and disclosure of user 
data. Terms and conditions should be clear for users to access and understand, and should include 
applicable sanctions for account holders in the event of non-compliance.

Terms	and	conditions	should	align	their	definitions	of	problematic	content,	such	as	“hate	speech”	and	
“incitement to terrorism”, with those developed by public international institutions, such as relevant UN 
treaty bodies, special-procedure mandate holders and other experts, such as the WHO, and international 
courts and tribunals.25

Amendment of terms and conditions
Social networks should set up a public and transparent amendment procedure of their terms and 
conditions and include appropriate transitional measures. 

•  If	 there	 is	 any	 update,	 users	 should	 be	 notified	 and	have	 access	 to	 the	 previous	 versions	 of	 the	
charter, and the reasons why it has evolved. 

•  The	terms	and	conditions	should	be	easy	to	find	on	their	sites	upon	registration	and	during	general	
use	of	their	platforms,	and	available	in	different	languages	in	line	with	their	global	reach.

Terms and conditions should include a policy on collecting, preserving, and sharing content that may 
evidence violations of international law, allowing users to report on human rights violations during social 
unrest, and on restriction of internet access in a country.

User participation 
Social networks should establish a mechanism for users to amend the terms and conditions. This should 
include user representation in moderation governance, decision-making bodies, platform advisory 
boards (content advisory councils, Trust and Safety Council, etc.), as is the case in some companies for 
employees. 

Civil society inclusion 
Social networks should include civil society in self-regulation26 through a digital platform that could 
aggregate feedback and litigious cases by building appropriate regulation tools (indicators, algorithms, 
flagtaggers	etc.).	Civil	society	should	be	involved	when	the	platform	conducts	its	risk	assessments,	designs	
its risk mitigation measures, and draws up codes of conduct.

The modalities of civil society participation should respect a transparent procedure, show a representation 
of	different	categories	(journalists,	NGOs,	etc.),	and	have	an	equal	geographical	and	gender	representation.	

Curation  and moderation of content
Social networks must publish policies regarding content moderation, content ranking, content targeting, 
and socializing recommendations. They must maintain up-to-date reference documents on each core 
function of the algorithms, including ranking, targeting, moderation and social recommendations, as well 
as detection of content.27 

Detection of new forms of illegal or harmful speech
Social networks should invest in identifying complex online harmful communication, especially when 
extremist users employ generic euphemisms to evade easy detection.  

25	 	Kaye,	David,	(2019).
26  Isaac, Henri & Louis-Victor de Franssu (2022).
27  Forum on Information & Democracy (2020).



19

CH
A

PT
ER

 1
   

 A
CC

O
U

N
TA

BI
LI

TY
  O

F 
SO

CI
AL

 N
ET

W
O

RK
S

Human and automated moderators
Social networks should set up a transparent ratio between human and automated moderators. The 
removal of content should be treated by human moderators and not algorithms, according to an 
established threshold of content complexity. The threshold should be determined by a coalition of 
experts in international human rights laws and civil society. They should be involved in the design and 
evaluation of the degree of complexity.  

Human moderation
Social networks should be obliged to ensure a certain level of human moderation for each country, 
which should be representative of the population, so that platforms can make decisions according to 
the context:

•  Moderators should represent minorities. 
•  Moderators should be regularly trained in the local geopolitical context, applicable local law and 

international law. 
•  Human	moderators	should	be	fluent	in	the	vernacular	language	used	in	the	posts	they	treat.

Moderators should be psychologically supported and have suitable working conditions.

Access to researchers and civil society organizations
Social networks should provide researchers and civil society organizations with access to contextualized 
information that surrounds aggregated data currently provided for all moderated content.

This transparency obligation will bring any kind of bias or patterns of discrimination to light, and help 
protect minorities or disproportionately over-moderated28 regions of the world. Researchers and 
organizations can help platforms discern whether content is illegal or should be removed. Researchers 
and civil society organizations may also support the victim-users during the proceedings. It allows 
legislators	to	adopt	laws	and	regulation	to	respond	to	realities	through	exhaustive	in-the-field	data.	

These data sheets should be anonymized. 

Social networks should open algorithmic systems (source codes) and make them accessible to 
independent researchers.

Social networks should also implement testing procedures by making users’ activity data available 
via an API (application programming interface), which could be the basis for collective actions based on 
their data (data unionization).

Disclosure requirements
In light of the fact that data platforms already share29 information regarding online terrorist and violent 
extremist content, they should extend transparency reporting to all other categories of content. All 
additional disclosure requirements should be audited by an independent auditor, as is the case with 
corporate	financial	reporting.

Disclosures should draw guidance from the Santa Clara Principles on Transparency and Accountability 
in Content Moderation,30 established by civil society organizations, which set out the minimum level of 
detail that platforms should be expected to disclose. 

Impact assessment and audits
Social networks should commit to publishing annual impact assessments on algorithms in accordance 
with	responsibilities	to	conduct	such	audits,	as	laid	out	by	different	states.

28  Pen America (2021).
29  OCDE (2021).
30  The Santa Clara Principles (2018).
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Platforms should establish a regular and public systemic risks assessment to ensure the compliance of 
algorithms with their initial objectives, and to identify potential damaging biases. Algorithms should be 
tested regularly, using human moderators.

Inclusive recruitment 
Social networks should encourage recruitment that promotes cultural, social and gender diversity for 
every profession involved in algorithm design, and be transparent as to diversity among algorithm 
designers.

Training
Social networks should provide ongoing training for algorithm designers (developers, programmers, 
coders, data scientists, engineers) to encourage awareness of the implications of their activity and their 
duty of care. 

Content prioritization parameters 
Social networks should leave the content prioritization parameters accessible and editable to users. This 
should include:

•  transparency on “shadow-ban” policy: the reasons, the amount of content that has been subject to 
this	technique,	etc.	Also,	transparency	as	regards	“filter	bubble”	bias,	and	the	availability	of	data	used	
by the algorithm to select the next content the user will see; 

•  informing the user that their content is being deprioritized.

Mass-reporting
Social networks should commit to prohibiting mass-reporting in moderation rules, and place limits on 
how many reports any single account can make in a day. 

Illegal content or behavior
Social networks should create a portal available to all users in order to report illegal content or behavior. 
The portal would assist users in identifying who is responsible for the content, and may lead to action by 
the legal authorities. 

Automated accounts
Social networks should require users to undergo a Captcha test on a regular basis (e.g., once a month), 
and not just at initial log-in, in order to limit the action of automated accounts. Accounts operated by bots 
will be easily tracked and subject to disconnection or other sanctions. 

Detection of artificial virality
Social	 networks	 should	 establish	 the	 necessary	 means	 to	 better	 detect	 artificial	 virality	 of	 content.	
Platforms should exercise their ability to add a friction mechanism to limit the virality of content.

Reappearance of notified illicit content 
Social	networks	should	technically	ensure	that	content	that	has	been	notified	and	removed	is	not	able	
to reappear. 

Reliable and comprehensive information
Social networks should prioritize through their algorithms the delivery of information in accordance with 
a methodology that ensures reliability and independence, such as an ISO standard (for example, the 
Journalism Trust Initiative [JTI]). Large platforms which participate in the structuring of the information 
and communication space must respect the principle of political, ideological and religious neutrality. 
Algorithms that disseminate and process information and ideas must be neutral with regard to the 
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interests of those who control them, with the exception of political and social-issue-related advertising, 
which	 must	 be	 explicitly	 identified.	 Indeed,	 political	 and	 social-issue-related	 advertising	 should	 be	
presented	to	users	in	the	context	of	different	points	of	view.

Users’ information on changes to the algorithm
Social networks should update users about changes to their algorithms, especially when the change has 
an	impact	on	account-holder	financial	sustainability	(such	as	for	news	media	and	influencers).	

1.3 SANCTIONS

It is necessary that the sanctions adopted against social networks are adapted to the seriousness 
of the breach committed and to the financial capacity of the network. The sanction should be 
issued either by the national independent authority or an independent judicial authority.

Sanctions must reflect the platform’s level of influence and resources
The decision on sanctions must take into account the seriousness of the non-compliance with the 
obligation,	as	well	as	the	financial	capacities	of	the	platform.

Range of sanctions
Sanctions could range from a public alert to a civil fine that could amount to 6% of a platform’s 
annual global turnover.

     RECOMMENDATIONS 
TO STATES 

> Ensure that social networks meet their obligations.

> Impose sanctions in cases of non-compliance.
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Chapter 2: 
General  
Accountability  
Regime

It is important to recognize that account holders, as new 
participants in the global information and communication 
space, have rights to protect and responsibilities to adhere 
to. Account holders too often act with impunity hidden 
behind pseudonyms. It is essential to recognize that they are 
responsible for the content they disseminate or contribute 
to disseminating, and that they can be held liable for the 
harm caused. The following sections present the rights and 
obligations attributed to general account holders, as well 
as the sanctions and remedies applicable.
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2.1 RIGHTS OF ACCOUNT HOLDERS

The following delineates the rights that users should have when engaging with social networks.

Rules governing speech 
Users have the right to be informed of the rules governing speech that they are expected to abide 
by online. Account holders have the right to have clear and exhaustive information on a platform’s 
moderation policy. 

•  Information should include a list of clearly objectionable content which will incur sanctions. This list 
should include all the current patterns, but also those that fall through the cracks, such as child abuse 
images, and Meta’s «XCheck» program, among others.

•  All users should know the criteria on which a platform’s moderation decisions are based, who the 
policy	applies	to,	what	criteria	will	be	used	to	define	the	public	interest,	what	adjudication	is	being	
made and in which circumstances, and possible sanctions.

Demotion and removal of content
Users have a right to be informed if and when their content is subject to moderation or removal 
(‘invisibilization’).31 The information must include the reasons for the decision as well as the avenues 
available to challenge it. 

Notifications	should	be	detailed	enough	to	allow	the	user	to	specifically	identify	the	restricted	content,	
and should include information on how the content or account was detected, how it was evaluated, and 
why it was deleted or restricted. However, in some cases, an independent and impartial judge may order 
that a user who, for example, has repeatedly demonstrated harassment activities towards another user 
must not be informed of the invisibilization of the content they have posted, so as to safeguard the safety 
of the victim(s) during the proceedings against the perpetrator.

Appeal
Account holders have a right to appeal a social network’s moderation decisions, such as the removal of 
a post or the deplatforming of an account. If the social network’s appeal mechanism is unsatisfactory, 
users have a right to appeal to an independent administrative authority or judicial authorities.

Access to fair trial
Account holders have the right to have a fair trial procedure, and the right to access an independent 
administrative authority or judicial authorities to challenge moderation decisions and sanctions imposed 
on them by social networks.

Access to reparations
Victims	have	the	right	to	reparation	for	the	harm	suffered	online	and	must	be	able	to	take	part	in	the	
reparations process. Reparations should compensate for all forms of damage, material or moral. The 
harm must be compensated for in its entirety, without the amount of compensation exceeding the 
amount	of	damage	suffered.

Reparations	should	prioritize	financial	compensation,	except	when	a	symbolic	measure	can	contribute	

31  Nicholas, Gabriel, (2022).
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to	repairing	the	damage	suffered.	Thus,	reparation	can	also	take	the	form	of	a	public	apology	published	
on the social network.

Access to relevant general data 
Users should be given the right to access relevant general data about moderation of content on the 
social networks, such as: 

•  content that was missed by the AI and human moderators, not reported, or not removed but should 
have been moderated;

•  procedures put in place to minimize moderation errors;
•  the number of pieces of content restored during the reporting period; 
•  automated content moderation procedures, and information on the purpose, accuracy indicators 

and safeguards applied;
•  total number of moderation decisions applied by social networks.

Autonomy and proactivity
Users should have the right to autonomy, and to be proactively part of the moderation processes.

•  Users should be given adequate tools to moderate the content posted on their own account, page 
or group. 

•  Users	should	be	active	in	deactivating,	deleting	or	filtering	comments	under	their	publications,	and	be	
alerted when malicious content is reported on their space, so that they can moderate it themselves 
by	applying	their	own	specific	rules	and	automated	blocking	plugins.	

Users should be enabled to intervene through their representatives in the moderation process. 

•  Before	the	social	networks’	moderators	are	notified	about	content,	it	should	be	sent	to	a	group	of	
representative users who could take decisions in a collaborative manner, or individually through self-
moderation of their own pages.

Participation in the amendment of terms and conditions
Users should be able to participate and to intervene through their representatives in the procedure for 
amending a social network’s terms and conditions, and the charters applicable to special regimes.

Selection of a user representative
Account holders have the right to select user representatives on a regular basis through a public and 
transparent procedure. This could be a regional election by users, or a draw taking into account the 
different	categories	of	users.

Interoperability of data
Users should have the opportunity to choose the degree of interoperability (the ability of computer 
systems or software to exchange and make use of information) relating to their data, based on open 
standards.

Rights over data
Users’ data is the raw material behind the social networks’ business model. “User-held data meets all the 
requirements of an ‘asset’ in property laws regardless of the fact that data could be deemed as being 
intangible”.32 Thus, users should have control over their data. This means being able to:33

•  access data to review what information has been collected or inferred;
•  erase data from a device and server;

32  Jurcys, Paulius, et al. (2020).
33  The World Wide Web Consortium (2022).
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•  transfer personal data to another platform;
•  correct	data	to	ensure	that	one’s	identity	is	properly	reflected	in	a	system;
•  be protected in case of identity-related crime (identity theft and identity fraud); 
•  be	free	from	automated	decision-making,	in	order	to	exclude	oneself	from	automated	profiling;
•  object, withdraw consent, and restrict use in case one changes one’s decision. 

2.2 OBLIGATIONS OF ACCOUNT HOLDERS

 

Users should also commit to following the below obligations when interacting on social networks.

Individuals liable for content
Participants in the public debate are responsible for the content they disseminate or contribute to 
disseminating.	In	addition,	given	the	effect	of	virality	on	social	media,	we	recommend	holding	account	
holders liable for amplifying harmful content, even if they are not its author, except when the content 
discloses public interest information. The public interest quality of content should be determined by an 
independent judicial authority.

Identifying account holders
As stated in the International Declaration on Information and Democracy, the accountability of all 
participants in the public debate is an essential principle that implies transparency about their identity. 
Under a principle of individual responsibility, each participant is responsible for the content they post on 
platforms. It is therefore essential to be able to identify the person behind the post.

Nevertheless, exceptions to the principle of transparency may be legitimate if they facilitate critical 
information pertaining to the public interest or if they contribute to the safety of participants. Indeed, 
anonymity can represent a guarantee allowing participants to express themselves. 

We recommend tempering the principle of guaranteeing anonymity when necessary by allowing the 
possibility	of	revealing	the	identity	of	the	person	under	specific	and	restrictive	conditions.	

Users have a right to be informed if a social network has initiated a procedure to reveal their identity, 
and can request assessment by international independent bodies such as the Human Rights Committee.

Mass-reporting
Users must not engage in mass-reporting. They must adhere to the limits on the number of reports that 
can	be	submitted	in	a	specific	time	period.	

Impersonation of individuals, groups or organizations
Account holders may not impersonate other individuals, groups or organizations to mislead others. 
However, parodies or fan pages may qualify for exemptions. In this case, these types of accounts must 
be explicitly presented as such. 

Platform manipulation
Users	may	not	manipulate	the	platform	to	alter	access	to	information	or	artificially	amplify	content.	This	
includes spam or other activities that manipulate user experience.34

34  Tony Blair Institute (2021).
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Electoral and civic integrity
Users must not use social media networks with the intent of manipulating electoral or democratic 
processes. 

Misinformation
Users must not share misinformation that may result in imminent physical harm, or share false and 
misleading	information	in	times	of	crisis,	such	as	social	armed	conflicts,	public	health	emergencies,	and	
natural disasters.

2.3 SANCTIONS

 

Account holders must make sure they comply with a social network’s terms of service. In case of non-
compliance, users must be held accountable. Sanctions imposed by social networks must be made in 
accordance with human rights, i.e., the sanction must have a legal basis, pursue a legitimate aim, and be 
proportionate.

The criterion of proportionality – also called the necessary and proportionate test – requires that the 
choice of sanction be based in particular on the following criteria: nature and seriousness of the act, 
harm	suffered	by	the	victim,	intention	of	the	perpetrator	of	the	act,	risk	of	recidivism,	and	apology	to	the	
victim, among others.

Many legal provisions already cover certain sanctions attached to breaching terms and conditions, but 
do not target the means used to realize the activity itself on the social network. The account holder who 
has carried out an illegal act or breached the terms and conditions, regardless of its gravity, retains the 
means of committing an illegal act on the social network after being found responsible. In order to make 
account holders responsible and to prevent repeated breaches, we recommend the adoption of a wider 
framework of sanctions intended to prevent account holders from continuing to commit illegal activity 
by removing the possibility of their using their account.

Account holders have a right to appeal sanctions before an independent regulator or to the national 
judicial authority.
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SCALE OF SANCTIONS FOR USERS 

     RECOMMENDATIONS 
TO STATES

 Ensure that social networks recognize and protect the rights of account holders.

>  In cases of non-compliance, states can impose sanctions, as detailed in Chapter 
1, Section 1.3.

>  Provide a mechanism for account holders to appeal social networks’ moderation 
practices and sanctions.

>  Hold account holders liable for committing online crimes.

>  Provide a judicial procedure to determine reparations for victims. In addition, 
states should set up a national solidarity fund funded by social networks to 
compensate victims in case the perpetrator of the act is unable to do so for 
financial reasons.
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(cumulative and additional to criminal penalties)
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Chapter 3: 
Special Regimes

Deeply convinced that everyone should be equal before the 
law, we reaffirm the recognition of the principle of equality 
before the law guaranteed by Article 26 of the International 
Covenant on Civil and Political Rights (ICCPR).

However,	a	difference	in	treatment	 is	not	discriminatory	 if	the	measure	
at	 issue	 is	based	on	a	 legitimate	objective.	Not	only	 is	 the	difference	 in	
treatment then allowed, but it is morally required. Indeed, some categories 
of	account	holders	are	in	situations	that	require	that	they	receive	different	
treatment. The importance of the role of certain categories of account 
holders (e.g., those in favor of the protection of human rights or the right 
to	 information)	 requires	 that	 they	 benefit	 from	 additional	 procedural	
guarantees. Some account holders must bear greater obligations, because 
of	their	influence	in	the	democratic	debate	and	therefore	their	capacity	to	
cause harm.

Consequently, we recommend the establishment of special liability 
regimes for certain categories of users because of the importance of 
their	 role	 in	 the	 public	 debate,	 the	 different	 obligations	 incumbent	 on	
them,	or	their	strong	capacity	for	influence	and	causing	harm.
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3.1 NEWS MEDIA AND JOURNALISTS

Journalism is facing an existential threat. News media and individual journalists’ publication on platforms 
can be moderated or invisibilized, leading to censorship. These moderation decisions take place without 
consultation and therefore without adversarial debate.

It is necessary to provide a liability regime with additional guarantees to enable news media and 
journalists	to	fulfill	their	role	in	our	democracies.	

ADDITIONAL RIGHTS

Specific status 
News	media	should	hold	specific	status.	Social	media	platforms	should	recognize	that	journalistic	media	
outlets	have	a	specific	social	function,	and	that	their	accounts	should	benefit	from	some	safeguards	and	
protections, on condition that the media implement journalistic principles. News media should be iden-
tified	as	such	by	bodies	independent	of	government,	according	to	non-discretionary	processes,	without	
any political interference, using transparent self-regulatory standards and compliance mechanisms as 
much as possible. 

Preserving visibility 
Considering the editorial responsibility of news media, journalistic content should not be down-ranked, 
demoted, or removed. Moderation decisions taken against news media and journalistic content should 
not	negatively	affect	the	visibility	of	their	posts	or	their	monetization.	

Third-party review
Moderation of journalistic content should only take place in the context of a procedure carried out by 
an independent authority, at the news media’s own initiative, or at the request of any interested person, 
including through the platform. The procedure should be in the form of an expedited appeal.35 

Information about changes to algorithms affecting financial stability
News media and journalists have the right to be informed of changes to the algorithms that could jeo-
pardize	their	financial	stability.	

Fair compensation
Given	that	a	platform’s	algorithms	can	impact	the	financial	stability	of	media	by	reducing	the	visibility	of	
their	content,	news	media	have	the	right	to	seek	compensation	for	the	damage	suffered	by	changes	to	
the	algorithm,	in	order	to	ensure	their		financial	viability.

35  Aspen Institute (2021).
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3.2 MINORS

Platforms are taking an increasingly important place in most aspects of children’s lives. It is therefore 
necessary	to	establish	a	specific	liability	regime	that	takes	into	account	a	user’s	age	and	ability.

We must also recognize minors’ rights to freedom of expression on social media, in accordance 
with Article 1336 of The	International	Convention	on	the	Rights	of	the	Child	(1989).	This	right	includes	the	
freedom to seek, receive and impart information and ideas of all kinds, regardless of frontiers, in oral, 
written, printed or artistic form, or by any other means of the child’s choice.

ADDITIONAL RIGHTS

Access to a legal regime 
Minors have the right to access a legal regime based on the child’s higher interest.

Access to child-friendly content
Minors have the right to access child-friendly, safe channels and content. They also have the right to 
safely seek advice and help regarding sexually explicit content generated by themselves or that they have 
received.

Access to age-appropriate procedures 
Minors have the right to access age-appropriate procedures based on their best interest: for example, 
platforms can integrate trusted third parties to the subscription37	of	a	minor	so	that	they	can	confirm	
the identity or age of the user without revealing any identifying information. Moreover, platforms can 
be	encouraged	to	study	the	feasibility	of	an	age	verification	system38 based on the operating system of 
a	smartphone,	tablet	or	computer,	which	can	only	be	modified	by	the	operator	or	by	the	parent	upon	
presentation of proof of parentage.

3.3 INFLUENCERS

Platforms	have	allowed	the	emergence	of	a	new	profession:	the	 influencer.	This	 is	an	 individual	who,	
thanks	to	their	exposure	on	the	internet,	has	an	influence	over	users	who	follow	them	and	over	their	
purchasing	decisions.	Influencers	differ	from	a	simple	account	given	their	high	visibility	and	the	fact	that	
they	carry	out	a	paid	activity.	The	economic	benefits	they	receive	from	this	exposure	as	well	as	its	strong	
ability	to	influence	the	choices	of	users	justify	the	establishment	of	a	specific	liability	regime.

We	recommend	that	social	networks	recognize	influencers	as	users	who	are	receiving	money	or	any	kind	
of	reward	in	return	for	the	promotion	of	a	product	or	service	through	their	influence	on	a	platform.

36  “The child shall have the right to freedom of expression; this right shall include freedom to seek, receive and impart information 
and ideas of all kinds, regardless of frontiers, either orally, in writing or in print, in the form of art, or through any other media of the 
child’s choice.”

37  CNIL (2022).
38  Institut Montaigne (2021).
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ADDITIONAL RIGHTS

Demotion and removal of content
Given	that	a	platform’s	moderation	decision	can	impact	the	financial	position	of	influencers	by	reducing	
the	visibility	of	their	content,	influencers	have	the	right	to	be	informed	when	a	moderation	decision	or	a	
change	to	the	algorithms	can	have	a	financial	impact	on	them.	

ADDITIONAL OBLIGATIONS

Code of conduct 
Influencers	must	adhere	to	a	code	of	conduct	imposed	by	the	platform,	framing	their	activity	according	
to clear principles.

Sponsored content
All	content	that	has	been	sponsored	and	posted	by	an	influencer	account,	should	be	presented	as	such	
to all users in the social media network.

Disclosures regarding advertising agreements
Influencers	should	disclose	all	advertising	agreements,	as	well	as	the	amount	of	money	received	and	the	
targeting strategy on political advertising. These disclosures should include information such as: 

•  the location and source of payments; 
•  the size of the target audience, as well as the number of views the advertisement receives, together 

with user engagement beyond viewing the advertisement; 
•  selection criteria for targeting recipients (while protecting privacy) as is communicated to advertisers, 
including	the	data	source,	inferred	profile,	lookalike	audiences,	custom	audiences,	and	A/B	testing	
practices; 

•  the revenues from targeted advertising.

SANCTIONS

Scope of sanctions 
Sanctions	must	reflect	an	 influencer’s	 level	of	 influence.	The	determination	of	the	applicable	sanction	
should take into account the fact that those account holders act as professionals and must therefore 
bear	an	obligation	reinforced	by	their	influence.

3.4 HIGHLY INFLUENTIAL ACCOUNTS

Highly	visible	accounts,	although	not	necessarily	operating	on	platforms	to	make	a	profit,	have	a	strong	
influence	over	 users	 because	of	 the	 size	 of	 their	 community,	which	 leads	 to	 a	 high	 visibility	 of	 their	
content. This visibility necessarily increases the risk of causing greater harm, requiring stronger oversight 
to prevent or stop breaches more quickly. 

An	account	is	considered	highly	influential	when	it	meets	one	or	more	of	the	following	conditions:	it	has 
50,000 followers or more; is an account that belongs to someone who performs a representative 
function (politicians, public authority officials);	or	some	other	public	figure	who	has	been	certified	by	
the platforms.
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ADDITIONAL RIGHTS

Accelerated appeal process
Highly	 influential	 accounts	 should	 have	 the	 right	 to	 access	 an	 accelerated	 appeal	 process	 to	 decide	
moderation decisions and sanctions. 

ADDITIONAL OBLIGATIONS

Code of conduct
Public	figures	and	politicians	must	adhere	to	a	code	of	conduct	imposed	by	the	platform,	framing	their	
activity	according	to	clear	principles,	such	as	being	identifiable	and	transparent	about	their	political	or	
company	affiliation.

Infringement on others’ rights
It	should	be	recognized	that	public	figures	have	a	strengthened	obligation	not	to	infringe	on	the	rights	of	
others, including the right to information.39

Disclosures regarding advertising agreements
Highly	influential	accounts	should	disclose	all	advertising	agreements,	as	well	as	the	amount	of	money	
received and the targeting strategy on political advertising.40 These disclosures should include information 
such as: 

•  the location and source of payments; 
•  the size of the target audience, as well as the number of views the advertisement receives, together 

with user engagement beyond viewing the advertisement; 
•  selection criteria for targeting recipients (while protecting privacy) as is communicated to advertisers, 
including	the	data	source,	inferred	profile,	lookalike	audiences,	custom	audiences,	and	A/B	testing	
practices; 

•  the revenues from targeted advertising.

SANCTIONS

Scope of sanctions
Sanctions	must	reflect	a	highly	influential	account’s	level	of	influence	and	capacity	to	cause	harm.	The	
determination	of	the	applicable	sanction	should	take	into	account	their	strong	capacity	for	influence	and	
therefore harm. It should take into account the context and the visibility of the content.

3.5 GROUP ADMINISTRATORS

The management of certain content on platforms is carried out by a group administrator. Their role is 
to	supervise,	manage	and	administer	a	group	or	account	on	a	social	network,	giving	them	significant	
moderation power. Consequently, group administrators may have the capacity to act to stop the 
dissemination	of	illegal	or	harmful	content	in	their	group.	Thus,	group	administrators	should	bear	specific	
obligations and receive additional rights. 

39  Brennan Center for Justice (2021).
40  Reisach, Ulrike (2021).
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ADDITIONAL RIGHTS

A members’ charter
Group administrators have the right to adopt and enforce a charter on their members, which, provided 
that	it	complies	with	human	rights	and	the	platform	policy,	should	be	able	to	include	specificities	justified	
by the purpose of the group.

Active moderation of content
Group administrators have the right to actively participate in moderation of content within their group.

ADDITIONAL OBLIGATIONS

Code of conduct 
Group administrators must follow a code of conduct imposed by the platform, framing their activity 
according to clear principles.

Cooperation with the platform and authorities 
Group administrators should be obliged, when informed of an illegal act posted on their group, to 
cooperate with the platform and the competent authorities to ensure that the individual puts an end to 
their activity and is prosecuted.

      RECOMMENDATIONS 
TO STATES

>  Ensure that social networks recognize special regimes and establish procedures 
accordingly.

>  In cases of non-compliance, states can impose sanctions, as detailed in Chapter 
3, Section 1.3.

 >  Adopt a common definition of influencers by taking into account their 
professional activities on social networks. 
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Chapter 4: 
Governance

The International Declaration on Information and 
Democracy states that the accountability of all participants 
in public debate is an essential principle. In order to 
implement the liability regimes set out in the previous 
chapter, governance bodies and procedures must be put 
in place. 
Social networks are by nature a transnational activity 
requiring cooperation between the different states 
and participants to effectively mitigate illegal behavior 
online and preserve democracy. It is therefore essential 
to strengthen the national governance through the 
establishment of international bodies.



35

CH
A

PT
ER

 4
   

 G
O

VE
RN

AN
CE

4. 1 NATIONAL LEVEL

The	first	level	of	action	for	the	implementation	of	accountability	regimes	should	be	at	the	national	level.	
It would encompass an independent regulator, a mechanism for reporting illegal behavior or content, 
access	to	an	independent	judicial	system	and	a	specialized	prosecutor’s	office	and	magistrates.

4.1.1 INDEPENDENT REGULATOR
We recommend the establishment of an independent regulator, or the strengthening of an existing 
independent administrative body, to monitor, promote and protect the rights of users on platforms and 
to	resolve	conflicts	between	users	and	the	platform.

MANDATE:
We recommend that this authority should have four competences:

1. Platform Oversight
We recommend that this authority ensure enforcement and compliance by platforms, unless 
specific	tasks	have	been	entrusted to other competent authorities.

We	recommend	that	this	oversight	be	exercised	through	the	following	different	roles.	
The relevant authority should: 

•  receive disclosure reports from platforms on their practice and evaluate them; 
•  have certain investigative powers, such as the power to require information from suppliers, conduct 

on-site inspections, and ask employees to explain their decisions;
•  be competent to monitor the general terms and conditions (an ex-ante check) to ensure that platforms 

comply with all applicable legislation; 
•  have the power to impose sanctions on platforms;
•  be	competent	to	clarify	any	issue	about	identification	of	specific	accounts,	including	highly	influential	

National Regulator

Social Media Networks

Appeal mechanism

Internal appeal mechanism

Account holders

National Judicial Authority:

Special	Prosecutor’s	Office	and	
Specialized Magistrates

Disclosure Oversight

1

2
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accounts,	public	figures,	or	influencers	(see	Chapter	3);
•  be able to issue recommendations, in order to help platforms adapt their practices;
•  review algorithmic impact assessments and supervise frequent stress tests. 

The decisions of this authority shall be binding on all matters concerning access to information, including 
the resolution of related disputes.

These powers are administrative in nature and do not seek to replace those of courts.

The	authority	should	have	the	power	to	sanction	platforms	that	do	not	exercise	best	efforts	in	accordance	
with high industry standards of professional diligence to avoid the availability of illegal content, 
harmful disinformation, and unauthorized works on their services.

The authority should hold platforms responsible for:

•  not acting expeditiously upon obtaining such knowledge or awareness, to remove or to disable access 
to illegal online content, whether it is hate speech or an illegal product;

•  not cooperating with the national authority;
•  repetitive abusive deletions of content / multiple errors of the AI-based moderation;
•  absence of dispute mechanisms that enable users to appeal a decision; 
•  violation of transparency obligations owed to national or international authorities and to users and 

vetted researchers; 
•  denying	users	the	possibility	to	choose	an	algorithm	that	is	not	based	on	a	behavioral	profile;	
•  development,	use	and	application	of	artificial	intelligence,	algorithms,	and	other	similar	technologies	

manifestly incompatible with international human rights law and standards; 
•  use of “dark patterns”, which design choices that mislead or steer people into decisions they may not 

otherwise have made;
•  not	proceeding	to	annual	audits	of	how	their	algorithms	affect	democracy,	human	rights,	and	the	

physical and mental health of minors and other users; 
•  deceptive commercial practices if their public communication is not in line with their moderation 

practices, including in the event of a change in rules without warning; 
•  profiling	 of	 minors,	 and	 the	 use	 of	 sensitive	 data	 pertaining	 to	 sexual	 orientation,	 religion,	 and	

ethnicity for advertisement purposes. 

2. Advisory role
We recommend that this authority gives advice and participates in the development of public 
policies and regulations at the national level. We encourage the creation of a multi-stakeholder 
body within the administrative authority to develop common principles, rules, procedures based on 
international	regulatory	recommendations	and	standards,	and	decision-making	programs	to	define	the	
use and evolution of the internet. 

•  This national body should have a consultative competence. 
•  It should be consulted on each legislation project that has an impact on platforms.
•  It	 should	 be	 composed	 of	 experts	 with	 recognized	 competence	 in	 the	 field	 of	 moderation	 and	

platforms.
•  Its members will have to represent the various parties interested in this issue (civil society, media, 

NGOs, etc.).

3. Support for users of digital services
We recommend that this authority ensure the role of intermediary with the platforms by:

•  connecting users and platforms;
•  helping and guiding victims;
•  handling appeals by account holders. We recommend that these decisions be binding on the platform.
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4. Research cluster
Platforms hold a monopolistic control over research access to their services. As such, we recommend the 
creation of a research cluster within the administrative authority. It would bring together researchers 
and digital specialists to advance knowledge of algorithmic content moderation systems, develop new 
ones, audit those of the main platforms, and link platforms and researchers to improve access to platform 
data in anonymized format.

      IMPLEMENTATION BY STATES

>  The members of this public regulatory body must be independent.

>  Their nomination process must be open, transparent, and involve the 
participation of relevant stakeholders.

>  The members selected should be individuals of high moral character and 
recognized competence in the fields of technology, including individuals with 
legal experience. 

>  All interested parties including civil society must be fairly represented.

> �A�specific�taxation�on�large�digital�platforms�should�be�used�to�finance�this�
authority.

4.1.2 MECHANISM FOR REPORTING ILLEGAL BEHAVIOR 
OR CONTENT 
We recommend the establishment of a mechanism for reporting illegal behavior or content online.

A great deal of illegal content posted on platforms is moderated without national authorities 
being informed, or is only moderated if a victim initiates proceedings. The removal of content or its 
invisibilization	may	 indeed	be	necessary	 to	put	an	end	 to	 the	harm	suffered	by	 the	victim.	However,	
it	may	 then	be	difficult	 for	 the	authorities	 to	 launch	an	 investigation	 in	 the	absence	of	knowledge	or	
evidence	of	the	disputed	issue.	Similarly,	victims	face	the	difficulty	of	proving	the	content,	especially	if	it	
has been removed.

     IMPLEMENTATION BY STATES

>  We recommend that states identify a centralized authority competent to receive 
and evaluate content deemed illegal by a platform when necessary, for example 
in the case of user appeal. This can take the form of an existing authority such 
as a specialized prosecutor’s office, an independent agency or a new platform 
for reporting illegal behavior or content on the internet. 

>  If an independent agency is entrusted with this role, we recommend that a 
cooperation between this agency and the state prosecutor is established, to 
facilitate the launching of investigation.

>  We recommend simplifying the degree of proof required of victims reporting 
illegal content which has already been removed. This could be achieved by a 
judicial authority setting up a free reporting procedure. 
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4.1.3 ACCESS TO INDEPENDENT JUDICIAL SYSTEM 
We recommend that access to independent jurisdiction be provided for civil proceedings.

Jurisdiction	ratione	loci	(i.e.,	jurisdiction	subject	to	territorial	boundaries)	confines	litigation	to	the	place	
where	the	platform	has	its	registered	office,	and	this	raises	difficulties	in	determining	the	jurisdiction	of	
national courts. We recommend that this criterion, which is not relevant to the international activity of 
the platforms, be disregarded. This approach is also consistent with the case-law of national courts.

Due	 to	 the	 particularity	 of	 this	 litigation	 requiring	 specific	 knowledge,	 and	 significant	 resources,	 it	 is	
necessary that judges involved in this litigation are specialized. 

Due to the importance of the irreparable damage that can be caused by the dissemination of content, it 
is vital to enable judges to promptly order hosts to remove content, or the Internet Service Provider (ISP) 
to block access to the content.

This	expedited	removal	of	content	procedure	could	be	opened	either	by	the	Public	Prosecutor’s	Office	or	
more largely by any person having an interest in it.

Anonymity	is	a	considerable	obstacle	to	carrying	out	procedures.	Under	certain	circumstances,	specific	
procedures should permit obtaining the identity of the person in a short time.

     IMPLEMENTATION BY STATES

>  We recommend that states recognize the right of users to appeal against a 
decision taken by a platform against them before a national civil court.

>  We recommend that states exercise their authority on the basis of a criterion 
of ratione personae, by retaining the jurisdiction of the national court of 
the place in which the victim resides, or of the user who posted the illegal 
content. 

>  We recommend that, when possible, states make use of their universal 
jurisdiction to participate in the fight against impunity for the most serious 
crimes.

>  National judges engaged in litigation involving social networks should have 
particular qualities such as impartiality and independence. 

>  States should grant sufficient human and financial resources to judicial 
institutions.

>  We recommend the establishment of an independent civil court specialized in 
litigation involving platforms. Its composition should include representation of 
civil society.

>  We recommend the establishment of summary proceedings (ie., a civil or 
criminal proceeding conducted without formalities such as pleadings) for the 
speedy disposition of a matter.

>  States should set up a procedure on request to identify the author of disputed 
content. 
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4.1.4 SPECIALIZED PROSECUTOR’S OFFICE AND 
MAGISTRATES
Given the detailed nature of the litigation in question, we recommend the creation of specialized 
magistrates and specialized prosecutors. 

4.2 INTERNATIONAL LEVEL

The global space of information and communication is a common good of humanity that must be 
protected and regulated at the international level, taking into account cultural diversity but also the 
common principles accepted and recognized by the various participants.

We recommend establishing a transnational body, given that national mechanisms may not meet the 
requirements imposed by international standards and should be monitored to ensure respect for the 
rights of account holders. This transnational body would have three separate mandates: international 
regulation, a settlement mechanism, and investigative assistance.

In	addition,	the	law	applicable	to	platforms	stemming	from	international	human	rights	law	is	not	sufficiently	
precise	as	it	stands,	and	should	be	refined.	Finally,	platforms	need	to	clearly	know	the	applicable	law	in	
order to carry out a fair moderation of illegal content.

1. Set standards for platforms.

2. Identify exceptional 
circumstances.

3. Systemic analysis of the 
practices of platforms in 
order to contribute to the 
improvement of regulation.

4. Participate in the oversight 
of platforms.

5. Oversee states’ obligation 
to respect freedom of 
expression.

6. Expert body to provide 
advice at the request of 
platforms.

7. Assist in the training of 
moderators .

Provide platforms with a more 
flexible dispute resolution 
mechanism than domestic 
court proceedings to determine 
the application of the law. 

1. Collect, consolidate and 
preserve information and 
evidence of human rights 
violations and abuses.

2. Analyze the collected 
evidence in order 
to facilitate fair and 
independent criminal 
proceedings.

3. Share information and 
evidence collected, and 
analytical work produced 
with national, regional and 
international courts.

REGULATION DISPUTE SETTLEMENT INVESTIGATIVE ASSISTANCE

TRANSNATIONAL BODY
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4.2.1 INTERNATIONAL REGULATION
The transnational body should be composed of representatives of all participants including 
representatives of platforms, civil society, states, and interested international organizations, in order to 
promote	regulation	while	ensuring	coordination	between	the	different	stakeholders.	

Indeed, the establishment of accountability regimes requires extensive work that our working group 
has not been able to carry out. This report therefore recommends that this mission be carried out by a 
standing	body.	The	latter	will	be	able	to	determine	more	specifically	the	criteria	dictating	the	application	
of sanctions in the light of the circumstances in particular cases, in order to guide platforms and national 
authorities in the regulation of social networks. Its permanent nature will allow it to adapt regulation in 
the light of changing situations.

This transnational body will provide support to platforms to implement national and international 
regulations.

This body could be created within an existing organization. The Forum on Information and Democracy 
already has the necessary structure to exercise the competences required to promote and control the 
regulation of platforms in accordance with international standards.

Setting up a transnational body

MANDATE:

1. Advising and guiding platforms
•  Specify the main principles that platforms must comply with.
•  Establish the means of implementation of such principles through the development of standards and 

guidelines.
•  Guide platforms’ response in exceptional situations such as war.
•  Provide advice at the request of platforms.

2. Overseeing platforms’ practices
•  Evaluate	the	decisions	made	by	platforms	through	peer	review	and/or	carry	out	a	specific	investigation	

based on a complaint.  
•  Publish	 the	 results	 of	 these	 evaluations	 in	 an	 effort	 of	 transparency	 allowing,	 on	 the	 one	 hand,	

platforms to increase their legitimacy, and on the other, users to make an informed decision on the 
social network they want to use. 

3. Overseeing States’ obligation to respect freedom of expression
•  Issue, on a regular basis, a ranking of states based on their respect for human rights and the 

fundamental freedoms of journalists and human rights defenders. This ranking would help the 
platforms to determine if they can reveal the identity of an account holder. 

•  Review	the	activity	of	 the	national	regulatory	authorities,	 in	order	 to	verify	 that	 they	benefit	 from	
the safeguards essential to carry out their functions in an independent, impartial and transparent 
manner.
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GOVERNANCE
The transnational body should include representatives of all stakeholders in the information and 
communication space.

It should be composed of the following organs: 

•  A plenary body bringing together representatives of all parties concerned. 
•  An administrative body	 composed	of	people	with	expertise	 in	 the	field,	 respecting	an	equitable	

geographical and gender representation. 
•  An expert body that should be mobilized for the oversight of platforms and consulted during the 

procedures of designing standards and guidelines. 
 >  Members of the expert body should be elected by the plenary body for their specialized 

competence and respect the principle of independence.

4.2.2 INTERNATIONAL DISPUTE SETTLEMENT 
Famous	 cases	 have	 highlighted	 the	 importance	 of	 providing	 platforms	 with	 a	more	 flexible	 dispute	
resolution mechanism than domestic court proceedings to determine the application of the law. We 
recommend the creation of an international dispute settlement mechanism based on arbitration 
principles. 

     IMPLEMENTATION BY STATES

>  We recommend the creation of an arbitration41 system within the 
transnational regulatory body.

>  It should provide:
-  a list of arbitrators: this list should be drawn up taking competences into 

account, and could be approved annually by the plenary body.
-  a procedural guide: the organization should offer a procedural guide that the 

parties can then adapt.

>  The parties should undertake that the decision will be binding.

Investigative assistance 
Information posted on platforms can be used as evidence of either violation of human rights or crimes. 
However, the moderation obligation incumbent on platforms can lead to the loss of this evidence. 

Even if platforms agree to conclude agreements with international investigative mechanisms and to 
transmit information posted on their services, these agreements are ad hoc and limited in time. They do 
not prevent the loss of evidence in the absence of international mechanisms.

The	 investigative	assistance	capacity	of	 the	 international	body	should	serve	as	a	 fact-finding	body	 to	
establish facts and help decide the cases, or also to assist other bodies, domestic or international. This 
should be done in connection with the arbitration process and other existing or to be created bodies in 
charge of gathering evidence on crimes. 

41  Strowel, Alain & Laura Somaini (2021).
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     IMPLEMENTATION BY STATES

>  We recommend the creation of an investigative assistance body within the 
transnational body.

>  This body should be composed of competent people: legal, researchers, 
and analysts, among others, recommended by an independent head of the 
transnational body and elected by the plenary body.

>  This body should be given the mandate to: 
-  collect, consolidate and preserve information and evidence of human rights 

violations and abuses;
-  analyze the collected evidence and prepare files in order to facilitate and 

expedite fair and independent criminal proceedings;
-  share information and evidence collected and analytical work produced with 

national, regional and international courts.
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APPENDIX 1 
INCOMING ACCOUNTABILITY REGIME IN EUROPE: THE DIGITAL 
SERVICES ACT

This report highlights the need for accountability regimes for social media networks and their users and 
proposes a path forward. The European Union is moving in this direction with the introduction of the 
Digital Services Act (DSA).42 The DSA is an unprecedented regulatory framework that will set standards 
for the accountability of online platforms regarding illegal and harmful content and will provide better 
protection for internet users and their fundamental rights. The DSA is surfacing as one of the regulatory 
approaches	in	this	field,	and	could	serve	as	a	blueprint	for	other	jurisdictions	as	countries	move	forward	
in implementing democratic safeguards to the information and communication space.

The DSA will address the following issues, which are also covered by this report:
 

For users:
•  Create easy and clear ways to report illegal content.

•  Users are informed about, and can contest removal of content by platforms.

•  Users will have access to dispute resolution mechanisms in their country.

•  New protections for minors.

•  Access to platforms’ data for researchers to understand risks for society and fundamental rights.

•  Users’	right	to	opt-out	from	content	recommendations	based	on	profiling.

For platforms:
•  Transparent terms and conditions for platforms.

•  Fast crisis response mechanisms with additional risk-management measures for public health and 
security crises.

•  Independent auditing of their risk management, including for their algorithmic systems.

•  Transparency of the rules for content moderation.

•  Clear information on why content is recommended to users.

42  European Parliament (2022).
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