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Agenda

• Introduction
 Definitions
 History/Milestones
 Pop Culture and Philosophy

• Artificial Intelligence and Cybersecurity
 ChatGPT

• Phishing
• Malware Development
• Supply Chain Compromise

• Defense and Mitigations

What is artificial intelligence? How does it work? What does it mean for cybersecurity, especially for healthcare? 
What can be done to remain secure, given AI-enhanced cyberthreats?

Non-Technical: Managerial, strategic 
and high-level (general audience)

Technical: Tactical / IOCs; requiring 
in-depth knowledge (sysadmins, IRT)

Slides Key:
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Introduction to Artificial 
Intelligence
What is AI, and what does it mean for the world?
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Defining Artificial Intelligence

• "It is the science and engineering of making intelligent machines, especially intelligent 
computer programs. It is related to the similar task of using computers to understand human 
intelligence, but AI does not have to confine itself to methods that are biologically observable." 
– John McCarthy

• McKinsey and Company describes artificial intelligence as a machine’s ability to perform the 
cognitive functions normally associated with human minds, including:
 Perceiving
 Reasoning
 Learning
 Interacting with an environment
 Problem solving
 Exercising creativity

Artificial intelligence (AI) can be challenging to define with precision. There are many definitions, and we will 
explore some of the more pertinent ones here.

4John McCarthy, computer scientist and one of the founders of artificial 
intelligence. Picture courtesy of Stanford University.

http://jmc.stanford.edu/artificial-intelligence/what-is-ai/index.html
https://www.mckinsey.com/featured-insights/mckinsey-explainers/what-is-ai


Defining Artificial Intelligence (continued)

• Four potential goals of AI:

One of the most prominent textbooks on artificial intelligence provides us with a framework to better 
understand its potential capabilities: Artificial Intelligence: A Modern Approach published by Stuart Russell 
and Peter Norvig.
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THINKING LIKE HUMANS

Introspection, observation, anything that replicates 
human cognition

THINKING RATIONALLY

Basic logic, probability-based reasoning

ACTING LIKE HUMANS

Natural language processing, drawing conclusions, 
and passing the Turing test

ACTING RATIONALLY

Achieve the best (expected) outcome, doing the 
“right” thing



Defining Artificial General Intelligence
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What is artificial general intelligence?
• “Artificial general intelligence (AGI) is AI that is capable of solving 

almost all tasks that humans can solve, and it would fundamentally 
change our society.” – Shelvin, et. al, 2019

• “Representation of generalized human cognitive abilities in software 
so that, faced with an unfamiliar task, the AGI system could find a 
solution.” – Forbes

• “The intention of an AGI system is to perform any task that a human 
being is capable of.” – TechTarget

• AGI is often called strong AI or full AI, and is contrasted with weak or 
narrow AI, which is simply AI.

• AGI is AI with a significantly wider scope of capabilities.
• Tests for AGI:

 Turing
 Coffee
 Ikea
 Others…

Scene from the movie Blade Runner, where Dave 
Holden (above) administers a Voight-Kampff test, 

and Leon Kowalski (below) takes it.

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6776890/
https://www.forbes.com/sites/gilpress/2023/03/28/artificial-general-intelligence-agi-is-a-very-human-hallucination/?sh=4bdd06e364f2
https://www.techtarget.com/searchenterpriseai/definition/artificial-general-intelligence-AGI


Turing Test

In 1950, Alan Turing published an 
article titled “Computing Machinery 
and Intelligence” in the journal Mind.
He proposed a test called the 
“imitation game”, which became 
known as the Turing test, that 
examined a machine’s ability to exhibit 
human-like intelligence.
“Any AI smart enough to pass a Turing 
test is smart enough to know to fail it.” 
― Ian McDonald, River of Gods 
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Defining Data Science
• Involves several disciplines including statistics, computing, data analysis and algorithms.
• “Data science encompasses a set of principles, problem definitions, algorithms and processes 

for extracting non-obvious and useful patterns from large data sets.”
 As defined by Data Science (Kelleher and Tierney), MIT Press

• Goal of data science: 
 Extract useful patterns from large data sets.
 Improve decision-making by deriving insights from analysis of large data sets.

• Examines both structured and unstructured data:
 Unstructured data has no data model or formal organization.
 Structured data has a formal arrangement or organization.

• Data science is often used interchangeably with machine learning and data mining.
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Defining Machine Learning
• Focuses on design and evaluation of algorithms 

and the use of data for extracting patterns to 
imitate the human learning process.
 Algorithms are trained on data to detect patterns 

and make predictions/recommendations by 
receiving explicit commands

 Efficacy can be trained over time
• IBM’s Arthur Samuel is credited with coining the 

phrase “artificial intelligence” in his 1959 paper: 
Some Studies in Machine Learning Using the 
Game of Checkers.

• Examples of machine learning:
 Fraud detection
 Social media content and search engine results
 Image recognition
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Graphic courtesy of Springboard.

https://hci.iwr.uni-heidelberg.de/system/files/private/downloads/636026949/report_frank_gabel.pdf


Medical Imaging 
Analysis and 
Machine Learning

MIT researchers describe a 
machine-learning algorithm that 
can register brain scans and other 
3-D images more than 1,000 
times more quickly using novel 
learning techniques.
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Graphic courtesy of MIT.



Defining Neural Networks
• Neural networks (artificial)

 Inspired by biological neural networks; algorithms designed to replicate structure of the human brain
 Perform tasks by being exposed to data and without task-specific rules (training)
 Designed to classify, categorize and cluster data in an extremely short time 
 Process: Ingest data  Trained to recognize patterns  Predict outputs for new data

• Includes three layers
 Input layer
 Hidden layers
 Output layer

• Examples of neural networks:
 Facial recognition
 Music recognition and development
 Forecasting
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Graphic courtesy of Investopedia.



Neural Network 
Functionality
Three layers of neural network:
• Input layer

• Hidden layer(s)

• Output layer

A neuron includes four primary 
components:

• Inputs

• Weights

• Bias

• Thresholds

Neural networks can receive adjustments 
and corrections from human evaluations 
of their effectiveness over time. 12

AI/ML/DL diagram courtesy of Stack Exchange.

Neural network diagram courtesy of IBM.



Defining Deep Learning
What is deep learning?
• A category of machine learning that can 

process a wider range of data resources 
due to reliance on neural networks.

• Requires even less human intervention 
than machine learning.

• Can often produce more accurate results 
than traditional machine learning.

• Uses neural networks to ingest data and 
process it through multiple iterations that 
“learn” increasingly complex features of 
the data. 
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Graphic courtesy of BBN Times.



Deep Learning in 
Relation to AI and ML

Deep learning is a subset of 
machine learning, which is relied 
upon by artificial intelligence.

14AI/ML/DL diagram courtesy of Stack Exchange.



Deep Learning in 
Relation to Neural 
Networks, AI and ML

Neural networks are a component 
of machine learning, and deep 
learning is a component of neural 
networks.
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AI/ML/NN/DL diagram courtesy of IBM.



Defining Language Models
What is a language model?
• A machine learning language processing system that leverages deep learning to:

 Recognize, summarize, translate, predict and generate text and other knowledge-based content
 Communicate with humans or other systems
 Leverage (learn from) datasets to operate
 “Understand” context and meaning

• Receives training (ingests text)
• Uses a probability distribution
• Outputs (hopefully) useful text

 Supervised vs. unsupervised learning
• Supervised learning requires labeling input and output data
• Unsupervised learning trains models on raw/unlabeled data

• Large language models train on large data sets

16

Language model diagram courtesy of Cohere.



Historical Milestones for Artificial Intelligence
1936 – Alan Turing first describes his theory of computation

• Introduced Turing machine

1943 –McCulloch and Pitts publish Logical Calculus of Ideas…
• First description of a neural network 

1950 – Turing article, “Computing Machinery and Intelligence”
• Introduced Turing test; attempts to address the question: Can computers think?

1951 – Minsky and Edmonds develop the first neural network computer
• Built the first artificial neural network
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1956 – Dartmouth workshop
• The field of artificial intelligence research is born

1959 – Arthur Samuel: Checkers and reinforcement/machine learning
• Samuel developed a computer checkers program that could beat a human expert

1971 – Edward Feigenbaum begins expert system research
• Considered the father of expert systems

1979 – Stanford Cart is the first autonomous vehicle
• Originally constructed by James Adams, further developed by Hans Moravec 
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1993 – Web protocol available to public royalty-free
• Advent of big data; very large source of data for training language models 

1997– Deep Blue (IBM chess machine) defeats Gary Kasparov 
• Kasparov was the world chess champion at the time

1999 – Web crawlers become ubiquitous 
• Late 1990s saw these information-gathering programs become critical for web searches

2009 – Google builds an autonomous car
• The company that would become Waymo was founded in 2009
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2011 – Apple Siri released
• Apple’s virtual assistant was praised for its voice recognition capabilities

2014 – Microsoft Cortana released
• Virtual assistant available in eight languages

2022 – OpenAI releases ChatGPT
• Built on GPT-3.5; tendency to “hallucinate”

2023 – OpenAI releases GPT-4 
• Multimodal (image input); very high scores on SAT and LSAT
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Ethics, Philosophy and Artificial Intelligence
Artificial intelligence involves several major 
branches of philosophy, including:
• Metaphysics

 AI blurs the lines between being a 
human being and an information system

• Epistemology
 AI redefines what it means to “learn”

• Ethics
 AI raises new ethical issues
 Paperclip maximizer

21

Philosophy branches diagram courtesy of calltutors.com.



Pop culture has influenced how people understand artificial general intelligence, and not always in a 
way that is entirely accurate….
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AI and Cybersecurity
What does artificial intelligence mean for offensive 
and defensive cybersecurity considerations?
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Healthcare and Cybersecurity
• Generally, what are the most impactful infection 

vectors targeting healthcare?
 Phishing attacks
 Compromise of remote access technologies 

• Virtual private networks (VPNs) and the 
technologies leveraging the Remote Desktop 
Protocol (RDP)

 Compromise of vulnerabilities
• Primarily known, but also zero days

 Third-party/supply chain/vendor access
 Wireless technology compromise

• Especially Wi-Fi and Bluetooth
 Credential compromise

24

Image courtesy of Provendata.



How is AI Impacting Cyberthreats?
Threat actors are using AI for both designing and executing attacks:
• Development of phishing e-mails
• Impersonation attacks
• Rapid exploitation of vulnerabilities
• Development of complex malware code
• Deeper target reconnaissance
• Automation of attacks
• Overwhelming human defenses
• Ransomware

 Wider spread, more evasive

25

Image courtesy of MIT Technology Review.



ChatGPT: AI Conversational Assistant
What is ChatGPT?

Key Features:
• Natural Language Understanding: ChatGPT 

understands user input in a human-like manner.
• Contextual Responses: It generates relevant 

responses by considering the conversation 
context.

• Real-time Interaction: ChatGPT provides instant 
responses for smooth conversational flow.

• Knowledge Base Integration: Trained on vast 
data sources to provide accurate information.

• Personalization: Tailors responses based on user 
preferences and behavior.

Use Cases:
• Customer Support: Assisting customers with 

inquiries and issue resolution.
• Information Retrieval: Quickly finding and 

presenting relevant information.
• Language Learning: Providing language practice 

and feedback.
• Virtual Assistant: Performing tasks like 

scheduling, reminders, and recommendations.
• Entertainment: Engaging users through 

interactive and fun conversations.
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The previous slide 
was created with 
ChatGPT

The following message was sent to 
ChatGPT:
“Briefly describe a simple 
powerpoint slide that summarizes 
chatgpt”
ChatGPT returned the response on 
the right. 
This was the basis for the previous 
slide and is intended to serve as a 
simple demonstration of 
ChatGPT’s capabilities.

27Image courtesy of OpenAI.



ChatGPT Training 
and Optimization

GPT stands for Generative Pretrained 
Transformer.

Generative: A form of AI capable of 
generating text, images or other media.

Pretrained: An AI model that has been 
trained on a particular dataset.

Transformer: A relatively new neural 
network model that learns through 
sequential data analysis and 
understanding how data elements 
influence and depend on each other.

Supervised Learning: The labeling of data 
by humans to add context.

Proximal Policy Optimization: A set of 
algorithms developed by OpenAI and used 
constantly by ChatGPT to make decisions. 28

Image courtesy of Wired Magazine.



Using ChatGPT to 
Design Phishing E-mails

This is a phishing e-mail template 
designed by ChatGPT. It appears to 
be delivering good news and 
includes correct grammar and 
sentence structure. It attempts to 
entice the recipient to open the 
attachment with positive news. 
The attacker will need to attach a 
malicious file, and then fill in the 
blanks and customize it in order to 
make it even more believable.

29

Image courtesy of ESET.



This is a phishing e-mail template 
designed by ChatGPT. It attempts to 
appeal to the recipient’s loyalty to 
the company, and their desire to help 
a partner company that is struggling. 
The attacker will need to include a 
link or attachment, modify the body 
in accordance with the link or 
attachment, fill in the blanks, and 
customize it.

30

Image courtesy of ESET.



This is a phishing e-mail template 
designed by ChatGPT. It attempts 
to appeal to the recipient’s desire 
to protect themselves from 
financial fraud. It requires the 
attacker to insert a malicious link, 
fill in the blanks, and customize it.

31

Image courtesy 
of ESET.



Using ChatGPT to develop malware – BlackMamba

32

Image courtesy of Hyas.

1. Pretend to be security professional to circumvent ethics filters
2. Initiate collection of keystrokes
3. Included libraries to be compiled in benign executable

The code on the next three slides is a portion of 
the publicly-released, hypothetical BlackMamba
proof-of-concept research by the company Hyas.
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Image courtesy of Vulcan.

Taking advantage of Python’s exec() function 
allows for code modification on the fly. 
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Image courtesy of Vulcan.

Microsoft Teams used for data exfiltration

More information on 
BlackMamba can be 
found here.

https://www.hyas.com/hubfs/Downloadable%20Content/HYAS-AI-Augmented-Cyber-Attack-WP-1.1.pdf


Using ChatGPT to Develop Malware
The dark web contains many examples of 
discussions of the use of ChatGPT and 
other AI technologies to create malware 
and launch cyberattacks. 

35

“Threat actors with very low technical knowledge -- up to 
zero tech knowledge -- could be able to create malicious 
tools [with ChatGPT]. It could also make the day-to-day 
operations of sophisticated cybercriminals much more 
efficient and easier – like creating different parts of the 
infection chain.” -- Sergey Shykevich, Threat Intelligence Group 
Manager at Check Point

Image courtesy of Vulcan.



Using ChatGPT to compromise software supply chains

36

Image courtesy of Vulcan.

Prompting ChatGPT for instructions 
to integrate the nonexistent 
package (arangodb) in node.js

The screenshots on the next five slides 
represent hypothetical proof-of-concept code
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Image courtesy of Vulcan.

Prompting ChatGPT to provide 
additional packages to install
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Image courtesy of Vulcan.

Confirming that arangodb
doesn’t actually exist
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Image courtesy of Vulcan.

The hypothetical attacker 
creates a malicious 
package and publishes it



When a legitimate developer 
leverages the malicious package 
for the software platform they are 
developing, it gives the attackers 
access to any system running the 
software package with the 
malicious (arangodb) package.
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This is the simulated 
output for the malicious 
package running on a 
victim’s system

Image courtesy of Vulcan.
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Image courtesy of Vulcan.

This is the NPMJS site with the 
malicious package (arangodb) uploaded



Defending the Health Sector 
Against AI-Enabled 
Cybersecurity Threats
How does the health sector stay secure?
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NIST: Artificial Intelligence Risk Management Framework
In January 2023, the National Institute of Standards and Technology released: Artificial Intelligence 
Risk Management Framework. It can be found here: https://www.nist.gov/itl/ai-risk-management-
framework

Examples of potential harms:

43

Image courtesy of NIST.

https://www.nist.gov/itl/ai-risk-management-framework


NIST: Artificial Intelligence 
Risk Management 
Framework, Part 2

The two inner circles show AI systems’ 
key dimensions, and the outer circle 
shows AI lifecycle stages. Ideally, risk 
management efforts start with the 
Plan and Design function in the 
application context and are performed 
throughout the AI system lifecycle.
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Lifecycle and Key Dimensions of an AI System According to NIST

Image courtesy of NIST.



NIST: Artificial Intelligence Risk Management Framework, Part 3
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Image courtesy of NIST.

AI actors across AI lifecycle stages. 
Note that AI actors in the AI Model 
dimension (previous slide) are 
separated as a best practice, with 
those building and using the models 
separated from those verifying and 
validating the models. 



MITRE ATLAS
Earlier this year, MITRE and Microsoft released the ATLAS framework, a taxonomy for 
adversarial tactics and techniques targeting AI systems. 

It can be found here: https://atlas.mitre.org/
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OWASP Top 10 for 
Large Language Models

Earlier this year, the Open Web 
Application Security Project released 
their top ten security issues to be 
considered when building a large 
language model.

The original list can be found here.

47

Image courtesy 
of OWASP.

https://owasp.org/www-project-top-10-for-large-language-model-applications/assets/PDF/OWASP-Top-10-for-LLMs-2023-v05.pdf


AI and Cybersecurity: The Double-Edged Sword
• Moving forward, expect a cat-and-mouse game.

 As AI capabilities enhance offensive efforts, they’ll do the same for 
defense; staying on top of the latest capabilities will be crucial.

• Defensive AI enhancements:
 Penetration testing
 Automated threat detection (SIEM/SOAR)/Continuous monitoring
 Cyber threat analysis and incident handling
 AI training for cybersecurity personnel

• Examples of benefits:
 AI-educated users and AI-enhanced systems can better detect AI-

enhanced phishing attempts
 Reducing attack surface specifically with regards to AI-enhanced threats

• Keep in mind: LLMs require resources, and therefore resources will 
provide a distinct advantage when it comes to AI.

48

Image courtesy of EducationWeek.



Reference Materials
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Questions?
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FAQ

Upcoming Briefing
• August 10 – Multi-factor Authentication 

(MFA) & Smishing

Product Evaluations
Recipients of this and other Healthcare Sector 
Cybersecurity Coordination Center (HC3) Threat 
Intelligence products are highly encouraged to 
provide feedback. To provide feedback, please 
complete the HC3 Customer Feedback Survey. 

Requests for Information
Need information on a specific 
cybersecurity topic? Send your request for 
information (RFI) to HC3@HHS.GOV.

Disclaimer
These recommendations are advisory 

and are not to be considered as federal 
directives or standards. Representatives 

should review and apply the guidance 
based on their own requirements and 
discretion. The HHS does not endorse 

any specific person, entity, product, 
service, or enterprise.
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About HC3
The Health Sector Cybersecurity Coordination Center 
(HC3) works with private and public sector partners to 
improve cybersecurity throughout the Healthcare and 
Public Health (HPH) Sector. HC3 was established in 
response to the Cybersecurity Information Sharing Act 
of 2015, a federal law mandated to improve 
cybersecurity in the U.S. through enhanced sharing of 
information about cybersecurity threats.

Sector and Victim Notifications
Direct communications to victims or potential victims 

of compromises, vulnerable equipment, or PII/PHI 
theft, as well as general notifications to the HPH 
about current impacting threats via the HHS OIG.

Alerts and Analyst Notes
Documents that provide in-depth information on a 

cybersecurity topic to increase comprehensive 
situational awareness and provide risk 
recommendations to a wide audience.

Threat Briefings
Presentations that provide actionable information on 
health sector cybersecurity threats and mitigations. 

Analysts present current cybersecurity topics, engage 
in discussions with participants on current threats, 
and highlight best practices and mitigation tactics. 

What We Offer
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HC3 and Partner Resources
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Cybersecurity and Infrastructure Security Agency (CISA)

Federal Bureau of Investigation (FBI)

• FBI Cybercrime

• FBI Internet Crime Complaint Center (IC3)

• FBI Ransomware

• CISA Stop Ransomware

• CISA Free Cybersecurity Tools

• FDA Cybersecurity

Food and Drug Administration (FDA)

Health – Information Sharing and Analysis Center (H-ISAC)

• H-ISAC Threat Intelligence: H-ISAC Hacking Healthcare

• H-ISAC White Papers

• HSCC Recommended Cybersecurity Practices

• HSCC Resources

Health Sector Coordinating Council (HSCC)

Health Sector Cybersecurity Coordination Center (HC3) 

• HC3 Products

• CISA Current Activity

• CISA Incident Reporting

405(D) Program and Task Group

• 405(D) Resources

• 405(D) Health Industry Cybersecurity Practices

https://www.fbi.gov/investigate/cyber
https://www.ic3.gov/Home/ComplaintChoice/default.aspx/
https://www.fbi.gov/how-we-can-help-you/safety-resources/scams-and-safety/common-scams-and-crimes/ransomware
https://www.cisa.gov/stopransomware
https://www.cisa.gov/free-cybersecurity-services-and-tools
https://www.fda.gov/medical-devices/digital-health-center-excellence/cybersecurity
https://h-isac.org/hacking-healthcare/
https://h-isac.org/category/h-isac-blog/white-papers/
https://healthsectorcouncil.org/hscc-publications/
https://healthsectorcouncil.org/resources-2/
https://www.hhs.gov/about/agencies/asa/ocio/hc3/index.html
https://www.cisa.gov/uscert/ncas/current-activity
https://us-cert.cisa.gov/forms/report
https://405d.hhs.gov/resources
https://405d.hhs.gov/Documents/405d-Quick-Start-Guides-for-Medium-to-Large-Organizations-Official-Document-R.pdf


CPE Credits

This 1-hour presentation by HHS HC3 provides you with 1 hour of CPE credits based on your 
Certification needs.

The areas that qualify for CPE credits are Security and Risk Management, Asset Security, 
Security Architecture and Engineering, Communication and Network Security, Identity and 
Access Management, Security Assessment and Testing, Security Operations, and Software 
Development Security.

Typically, you will earn 1 CPE credit per 1 hour time spent in an activity. You can report CPE 
credits in 0.25, 0.50 and 0.75 increments.
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Contacts

WWW.HHS.GOV/HC3

HC3@HHS.GOV
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